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[bookmark: _Toc143758551]8.2.2	Metadata Formats
[bookmark: _Toc132968723][bookmark: _Toc143758552]8.2.2.1	General 
In the “3gpp-sr” data channel sub-protocol, the message content depends on the type of the message. The data channel sub-protocol is defined in clause X.
Message types shall be unique identifiers in the URN format. This clause defines a set of message types and their formats. The messages are derived from the OpenXR API to ensure smooth operation with AR devices that support OpenXR. In case other XR APIs are used, mapping the message payload to the appropriate XR API structures shall be performed by the split rendering client.
Editor’s Note: This following sections will potentially reference the corresponding formats in 26.119.
[bookmark: _Toc132968724][bookmark: _Toc143758553]8.2.2.2	Pose Format
The split rendering client on the XR device periodically transmits a set of pose predictions to the split rendering server. The type of the message shall be set to “urn:3gpp:split-rendering:v1:pose”.
Each predicted pose shall contain the associated predicted display time and an identifier of the XR space that was used for that pose. 
Depending on the view configuration of the XR session, there could be different pose information for each view. 
The payload of the message shall be as follows:
Table 88.2.2.2-1 - Pose Prediction Format
	Name
	Type
	Cardinality
	Description

	poseInfo
	Object
	1..n
	An array of pose information objects, each corresponding to a target display time and XR space. 

	  displayTime
	number
	1..1
	The time for which the current view poses are predicted.

	  xrSpace
	number
	0..1
	An identifier for the XR space in which the view poses are expressed. The set of XR spaces are agreed on between the split rendering client and the split rendering server at the setup of the split rendering session.
The set of XR spaces is negotiated as part of the split rendering configuration as defined in clause 8.4.2.2.

	  estimatedAtTime (ref. T1)
	number
	0..1
	The time when the pose estimation was made.
The SRS may use that information to select the most recent predicted pose in the group of poses for a target display time.

	  viewPoses
	Object
	0..n
	An array that provides a list of the poses associated with every view. The number of views is determined during the split rendering session setup between the split rendering client and server, depending on the view configuration of the XR session.

	     pose
	Object
	1..1
	An object that carries the pose information for a particular view.

	        orientation
	Object
	1..1
	Represents the orientation of the view pose as a quaternion based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the quaternion.

	             y
	number
	1..1
	Provides the y coordinate of the quaternion.

	             z
	number
	1..1
	Provides the z coordinate of the quaternion.

	             w
	number
	1..1
	Provides the w coordinate of the quaternion.

	        position
	Object
	0..1
	Represents the location in 3D space of the pose based on the reference XR space.
For eye gaze poses, the position is not required.

	             x
	number
	1..1
	Provides the x coordinate of the position vector.

	             y
	number
	1..1
	Provides the y coordinate of the position vector.

	             z
	number
	1..1
	Provides the z coordinate of the position vector.

	     confidence
	number
	0..1
	This optional parameter provides a confidence score that reflects the probability for this pose prediction to be correct. For the current pose or a pose in the past, the confidence value would be 1. The confidence can take a value between 0 and 1.
If not provided by the XR runtime, this field may be estimated by the SRC or omitted. 

	     fov
	Object
	1..1
	Indicates the four sides of the field of view used for the projection of the corresponding XR view.

	        angleLeft
	number
	1..1
	The angle of the left side of the field of view. For a symmetric field of view this value is negative.

	        angleRight
	number
	1..1
	The angle of the right side of the field of view.

	        angleUp
	number
	1..1
	The angle of the top part of the field of view.

	        angleDown
	number
	1..1
	The angle of the bottom part of the field of view. For a symmetric field of view this value is negative.
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[bookmark: _Toc143758555]8.2.3	Metadata Data Channel Message Format
For the carriage of metadata defined in clause 8.2, such as pose and action information, the SRS and SRC shall use the WebRTC data channel. The data channel sub-protocol shall be identified as “3gpp-sr-metadata”, which shall be included in the dcmap attribute of the SDP. 
The transmission order for the data channel shall be set to in-order and the transmission reliability shall be set to reliable.
The split rendering metadata message format shall be set to text-based and the messages shall be UTF-8 encoded JSON messages.
A data channel message may carry one or more split rendering messages as defined in Table 8.2.3-1.

Table 8.2.3-1 Split Rendering Metadata Messages Format
	Name
	Type
	Cardinality
	Description

	messages
	Array(Message)
	1..n
	A list of split rendering metadata messages. Each message shall be formatted according to the Message data type as defined in Table 



Each split rendering message shall follow the format specified in Table 8.2.3-2.
Table 8.2.3-2 Split Rendering Metadata Message Data Type
	Name
	Type
	Cardinality
	Description

	id
	string
	1..1
	An unique identifier of the message in the scope of the data channel session.

	type
	string
	1..1
	A urn that identifies the message type. 

	message
	object
	1..1
	The message content depends on the message type.

	sendingAtTime (ref. T1’)
	number
	0..1
	The time when the split rendering metadata message is transmitted from the split rendering client to the split rendering server.
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8.3.X	Media data stream format
The SRS and SRC shall use the WebRTC media transport for the carriage of media such as audio, video. WebRTC endpoints shall implement the media and data transport protocols described in RFC 8835.
Editor’s Note: applicable guidelines for the usage of the PDU Set Marking is pending completion of TS26.522.
RTP Header Extensions and RTCP Extended Reports messages discussed in the 5G_RTP permanent document (PD) may be used to transmit the metadata information required to calculated QoE metrics from split rendering server to the split rendering client. 
The SRS may use the rendered pose RTP Header Extension to transmit the pose information to SRC. The SRS may use the “QoE timing information” RTCP Extended Reports messages to transmit the timing information required for measuring the QoE metrics to an SRC. The RTP HE format for transmitting the pose information and the RTCP report block formats for transmitting the QoE timing information are provided in 5G_RTP document. SDP signalling required for negotiating the transmission of pose information and QoE metrics between the UE and the SRS was documented in 5G_RTP PD.
Editor’s Note: The reference of the 5G_RTP PD will be replaced with the corresponding clauses in TS 26.522.

8.3.Y	Media Format
8.3.Y.1	General 
TBD
8.3.Y.2	Buffer frame Format
[Editor’s note: define RTP payload format to transport the rendered media frame]
8.3.Y.3	Timing information Format
The timing information associated with the rendered frame is transmitted in the RTCP report block formats. This timing information is listed in the Table 8.3.Y.3-1.
The guideline for the usage of the timing information is detailed in the section 9.3.
Table 8.3.Y.3-1: Timing information in the RTCP block formats.
	Name
	Type
	Cardinality
	Description

	estimatedAtTime (ref. T1) 
	number
	0..1
	This time is defined in Table 8.2.2.2-1 - Pose Prediction Format.
This time is sent from the split rendering client.
This time is then received by the split rendering server and sent back to the split rendering client with the associated media frame.

	sendingAtTime (ref. T1’)
	number
	0..1
	This time is defined in Table 8.2.3-2 - Split Rendering Metadata Message Data Type
This time is sent from the split rendering client.
This time is then received by the split rendering server and sent back to the split rendering client with the associated media frame.

	startToRenderAtTime (ref. T3) 
	number
	0..1
	The time when the renderer in the Split Rendering Server starts to render the associated media frame.

	sceneUpdateTime (ref. T6)
	number
	0..1
	The time when the Scene Manager starts to update the 3D scene graph according to the viewer pose and the user actions.

	serverTransmitTime (ref. T5)
	number
	0..1
	The time when the encoded rendered frame is transmitted from the split rendering server to the split rendering client.



Editor’s note: the reference time used for the timing information is for FFS.
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[bookmark: _Toc143758565]9.3	Split Rendering Metrics
Editor’s Note: to be updated once the AR/MR QoE metrics are specified.
[
Relevant metrices related to split rendering depend upon the sepcific application category, that is, VR, AR and/or MR. 
Split rendering QoE metrics may include, but is not limited to:
· QoE metrics related with device information, e.g. Eye Relief, lifetime, gaze-based metrics and head-motion-based metrics, etc.
· QoE metrics related to the network transmission quality. 
· metrics describing the characteristics of the AR/MR content creation, content rendering and content encoding (e.g. the quality for the generated or rendered AR/MR content, the motion-to-render-to-photon latency, etc).
· metrics describing the characteristics of immersiveness and presence for AR/MR, such as tracking (e.g. tracking errors), world-scale experience (map world-scale experience to QoE metrics), persistence (map persistence to QoE metrics) etc.
For specific use cases of VR, Split Rendering QoE metrices may be based on the 3GPP TR 3GPP TR 26.928 [2] and TR 26.929 [3]. 
For specific use cases AR and MR, Split Rendering QoE metrices may be based on the 3GPP TR 26.812 [4].  
]

[bookmark: _Toc36232210][bookmark: _Toc73529633][bookmark: _Toc73530972][bookmark: _Toc74859441][bookmark: _Toc74907378][bookmark: _Toc75611380]9.3.1	Latency metrics
To enable good XR experiences, it is relevant to monitor latencies such as the motion-to-photon and the pose-to-render-to-photon.
Beyond the sense of presence and immersiveness, the age of the content and user interaction delay are of the uttermost importance for immersive and non-immersive interactive experiences, i.e., experiences for which the user interaction with the scene impacts the content of scene (such as online gaming).
Table 9.3.1-1 provides timing information collected to compute the latency metrics at the split rendering client or split rendering server endpoint.

Table 9.3.1-1: Timing information for latency metrics
	Source endpoint 
	Timing information
	Definition

	Split Rendering Client
	estimatedAtTime
(ref. T1)
	Ref. Table 8.3.Y.3-1

	Split Rendering Client
	lastChangeTime
	The time the user action is made. It corresponds to the lastChangeTime field defined in the action format in Table 9.

	Split Rendering Server
	sceneUpdateTime
(ref. T6)
	Ref. Table 8.3.Y.3-1

	Split Rendering Server
	startToRenderAtTime
(ref. T3)
	Ref. Table 8.3.Y.3-1

	Split Rendering Client
	actualDisplayTime
(ref. T2.actual)
	The actual display time of the rendered frame in the swapchain. The estimation of the actual display time is available through the XR runtime.

	Split Rendering Client
	sendingAtTime
(ref. T1’)
	Ref. Table 8.3.Y.3-1

	Split Rendering Server
	serverTransmitTime (ref. T5)
	Ref. Table 8.3.Y.3-1

	Split Rendering Client
	receptionTime
	The time when the data is received by the split rendering client.



The latency metrics are specified in Table 9.3.1-2. Latency calculation formulas are defined using the timing information Table 9.3.1-1 above.

Table 9.3.1-2: Latency metrics
	Key
	Type
	Description

	latency
	List
	List of latencies

	
	Entry
	Object
	

	
	
	poseToRenderToPhoton
	Integer
	The time duration, in units of milliseconds, between the time to provide the pose information from the XR runtime to the renderer (the renderer uses this pose to generate the rendered frame) and the display time of the rendered frame.
It can be computed as follows:
actualDisplayTime – estimatedAtTime

	
	
	renderToPhoton
	Integer
	The time duration, in units of milliseconds, between the start of the rendering by the Presentation Engine and the display time of the rendered frame.
It can be computed as follows:
actualDisplayTime – startToRenderAtTime

	
	
	roundtripInteractionDelay
	Integer
	The time duration, in units of milliseconds, between the time a user action is initiated and the time the action is presented to the user.
It can be computed as follows:
actualDisplayTime – lastChangeTime

	
	
	userInteractionDelay
	Integer
	The time duration, in units of milliseconds, between the time a user action is initiated and the time the action is taken into account by the content creation engine in the scene manager.
It can be computed as follows:
sceneUpdateTime – lastChangeTime

	
	
	ageOfContent
	Integer
	The time duration, in units of milliseconds, between the time the content is created in the scene by the Scene Manager and the time it is presented to the user.
It can be computed as follows:
actualDisplayTime – sceneUpdateTime

	
	
	sceneUpdateDelay
	Integer
	The time duration, in units of milliseconds, spent by the Scene Manager to update the scene graph.
It can be computed as follows:
startToRenderAtTime – sceneUpdateTime

	
	
	metadataDelay
	Integer
	The time duration, in units of milliseconds, between the time the split rendering metadata message is sent from the split rendering client and the time the split rendering server start to render using that metadata.
It can be computed as follows:
startToRenderAtTime – sendingAtTime

	
	
	dataFrameDelay
	Integer
	The time duration, in units of milliseconds, spent to transmit the media rendered frame from the split rendering server to the split rendering client.
It can be computed as follows:
receptionTime – serverTransmitTime
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