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5.4	Scenario #4: Optimising shared viewing experiences
5.4.1	Overview
This scenario deals with an audience attending the same XR experience. This can for example apply to a university campus where different classrooms are providing XR-enhanced lesson, as illustrated in the Figure 5.4.1-1. In that case, the user would experience the following:
a) Students arrive in the classroom.
b) They pick the AR glasses at the entrance, sit, and equip the glasses.
c) The session starts.
d) Teacher is showing them AR elements.
[image: A diagram of a wifi connection

Description automatically generated]
Figure 5.4. 1-1: Example of shared viewing experience that can be optimized with multiview coding
In that case, the AR glasses are expected to be affordable, with a light form factor to enable deployment at scale. Hence, it is expected that the device would offload computationally intensive tasks to a cloud server, typically hosted on-premises, keeping only basic media operations embedded (e.g video decoding, possibly pose correction). In that scenario, two types of content can be distributed. First, it can be an offline generated content, just sent from a streaming server depending on user pose. Second, it could be a live 3D scene that would require split rendering to be done on the server side. 
In both cases, the normal way of delivering the content would probably be by leveraging stereoscopic encoding, as depicted in Scenario #1. However, in that case, it is expected that close users’ views and poses would be highly correlated, which is not exploited with traditional stereoscopic encoding. Thus, an additional level of optimization could be introduced by leveraging an additional and common base layer view that would be used as a common reference for close users. The users will send their own pose that would be used to generate their left/right viewports that are encoded with the common reference view. This additional base layer reference view would save a substantial bitrate in every user’s viewport coding but will be sent with multicast/broadcast mechanisms to absorb the additional bitrate its transmission requires. 
It is noted that multiple use-cases can fall into this category, from enterprise communication to professional training applications, but also during massive XR-based entertainment events.
New video codecs have the potential to efficiently leverage this common base view and can save substantial bitrate in the overall transmission. This can be achieved by using a multiview codec capable of handling 3 views (the common one plus its two left/right stereo viewports).
5.4.2	Review of previous work
The same previous work as Scenario #1 can be considered for this use-case. The only difference is that this one requires to encode, transmit, and decode three views instead of two.
5.4.3	Evaluation criteria and methodology
1. Assessment/discussion of hardware impact: there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementation is provided, or reference to existing demos etc.
2. Codec performance evaluation
a. The performance evaluation of positive impact on streaming will be determined by the savings of resources achieved on the transmission. The anchor is a full 3D-HEVC/3D-AVC simulcast delivery of the rendered video streams. The tested configuration against simulcast is the case where a multicast reference view is be used as reference to code the left/right eye viewports generated for every user, and that would be sent once with unicast. This should be tested for several types of user clustering (e.g. in terms of number of users, distance, cluster size).
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Table 6.0-1: Mapping of Solutions to Scenarios
	Solution #
	Solution Title
	Scenario(s)

	#1.1
	HEVC simulcast
	#1.1

	#1.2
	Multiview HEVC coding
	#1.1

	#2.1
	HEVC 4:2:0 coding
	#2

	#2.2
	HEVC 4:2:2 coding
	#2

	#2.3
	Native 4:4:4 coding - HEVC Main 4:4:4 profiles
	#2

	#2.4
	Derived 4:4:4 coding - Layered use of HEVC 4:2:0 profiles
	#2

	#3.1
	Scalable HEVC coding
	#3

	#4.1
	Multiview HEVC with 3 views
	#4
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[bookmark: _Toc137640733]6.2	Solution #5.1: Multiview HEVC with 3-views
6.2.1	Introduction
High level description of MV-HEVC provided in Section 6.2 applies to this solution. Additional information is provided below to better understand the need for three views in the context of scenario #4.
6.2.2	High-level Description
In the case of shared and collaborative XR experiences, it is expected that multiple users will be distributed in space. It is likely that in those cases, multiple users collocated close to each other and leveraging split-rendering will request similar content to be rendered. While 2-view multiview or 3D coding can be efficiently used to encode a given user, these are not leveraging cross-user correlations when used in a 2-view/stereoscopic configuration.
To save further bandwidth and scale better with the increasing number of users, a 3-views system can be set. Users can for instance be clustered in space, based on the user-density, and a common virtual view can be generated as reference for coding of user-specific left/right eye views, as illustrated in Figure 1. If this common view is sent once for the entire cluster (e.g. through point-to-multipoint mechanism), and added to the user-specific saving, a substantial saving can be reached. 
[image: ]
Figure 1: Illustration of user-clustering combined with three-views coding and PTP/PTM distribution
On the device side, every user will receive its common view, sent with point-to-multipoint, and additionally user-specific data sent with point-to-point. The three views need to be combined before feeding the decoder, where only the user-specific decoded views will be sent out for display in the device while the common cluster views won’t be displayed. To enable such optimization to be achieved for shared viewing experience, a three-views MV-HEVC encoding is needed. 
6.2.3	Evaluation
6.2.3.1 Assessment/discussion of hardware impact
Support for the multiview profiles of HEVC mostly involves SW level modifications since the support of multiview coding only involves high-level syntax signalling and coding tool considerations [10].
6.2.3.2 Codec performance evaluation based on existing results
The objective performance results of MV-HEVC video coding vs. MVC (AVC-based multi-view) for 8-bit coding are documented in [11], while subjective results also including Simulcast HEVC (each view is coded independently) are documented in [12]. Although no formal evaluation exists for the Multiview Main 10 profile of MV-HEVC it is expected that it’s performance should be similar to what is demonstrated for 8-bit content.
Some preliminary results for 3-views configurations are provided in [32], but not for the same coding configuration as the one expected in this potential solution. However, similar order of magnitude is expected to be reached.
	End of change
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