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1 Introduction
Based on the current TR 26.813, the source believes it will be beneficial to add a new use case where an avatar is used as the assisting information (a shared operable digital asset) for real-time communication, instead of being the means of changing the appearance or protect the privacy of the participants. In addition, an AI-enabled avatar can provide natural interactive experience with human participants during the real-time communication.

2 New use case description
5.1 	UCx: Avatar sharing as assisting information
	TR22.856 Reference Use Case(s)

	5.15: Use Case on Access to avatars
5.24: Use Case on Authorization of Avatar Usage rights


	Description:

	This use case is about extending the usage of an avatar from being the digital representation of a human participant to sharing it as assisting information and an operable asset for real-time communications.
In addition to protecting the privacy or changing the appearance of a human participant during communication, the avatar of a user itself can be useful as the information to exchange in parallel with a real human communication. For example, close friends or family members may discuss about the appearance of their avatars and making changes to the avatars collaboratively during a normal video or voice call. In this case, the avatar is not loaded as a digital participant of the communication, but as side information to assist the communication. To manage the access to such information, it’s necessary to provide authorization means at run-time by user’s consent or by policy. As each user may have multiple avatars used for different purpose or occasions (at work, gaming, meeting strangers), it’s also desirable to manage the avatars by roles, tags or IDs for the ease of access. The exchanged avatar may also have AI capability to support natural interaction with human participants during the communication.
A potential user experience is described below:
Alice and Bob are going to have their wedding ceremony in the coming weeks. They’re having a video (or voice) call with each other discussing about the wedding dress. Bob is browsing an online cloth shop in parallel and has found some options of the wedding dress, but he is not very sure if the size or style can fit Alice very well. During the call, Bob invokes a side channel in order to share the expected look of the wedding dresses with Alice. To do that, Bob first retrieves Alice’s lifelike avatar that is tagged as “family” under Alice’s authorization (by online consent or by pre-set access control policy). Then he puts the digital representation of a selected dress (as a digital asset) from the online shop on Alice’s lifelike avatar and generates the updated look of the avatar by real-time composing function provided by the operator. Alice may do some modification of the accessories on the avatar at the same time. As the avatar is AI-enabled, it can understand instructions (e.g. voice commands, gestures) from Alice to turn around or make a few poses to show the dynamic effect of the wearing. During the session, Bob may also invite a digital assistant (another avatar driven by AI) from the online shop to give recommendations or assist the decoration on the avatar. The rendering of the updated avatar is shared between Bob and Alice in real-time so that they can reach consensus quickly on the final decision. Alice may choose to update her avatar with the selected dress in her personal repository subject to the authorization of the digital asset of the online shop.


	Categorization

	

	Preconditions

	· 

	Potential Requirements

	
· Support transmitting the avatar as assisting information (instead of the digital representation of the participants) during a real-time communication.
· Support interoperable format of avatars for cross-service exchanging, composing and rendering.
· Support the management of user’s avatar information based on roles, types or tags for different purposes of usage.
· Support 3rd party access (e.g. search, retrieve, update) to the avatar information according to user’s authorization during a real-time communication.
· Support bidirectional manipulation and synchronized update of the avatar in a during a real-time communication.
· Support AI-enabled avatar with multi-model interaction capabilities in a real-time communication.

	Feasibility

	



3 Proposal
It is proposed to integrate above use case to the TR 26.813. 
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