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1	Introduction
Recent announcements of design AR glasses are reviewed, considering a new device type, or at least some caveats in context of thin AR glasses as defined in TS 26.511.
Despite the efforts from multiple vendors and large brands, smart glasses with displays have remained a niche product. The reason is the complexity of the optics. Karl Guttag on its web page provides some discussion on this matter[footnoteRef:2] and provides a view on the issues to be addressed. [2:  https://kguttag.com/2023/06/03/slides-from-presentation-at-awe-2023-on-optical-versus-passthrough-mr/] 
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A summary of the problem of optical AR is provided here:
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The full slide set is attached to this doc, just as a reference. We are not necessarily sharing every detailed opinion, but it gives an excellent idea on the space of AR devices.
2	Announcements
On 09/26/2023, Meta announced smart glass with Qualcomm's Snapdragon AR1 Gen 1 processor, which Qualcomm boasts has "on-glass AI" in a sub-one-watt package, and Meta says the battery inside the smart glasses should last between four and six hours of active use. The glass also comes equipped with Meta's new AI assitant and live video streaming . A summary of the technology is for example provided:
· https://www.theverge.com/2023/9/27/23889133/meta-rayban-smart-glasses-price-release-date
· https://www.ray-ban.com/usa/discover-ray-ban-meta-smart-glasses/clp
Some technical highlights:
· The glasses replace your headphones: the smart glasses have a personal audio system
· the specs have five mics, including one in the nose bridge, which should make both your calls and voice commands much clearer.
· The other job of the glasses is as a camera. The smart glasses have small camera lenses on each right temple. These cameras take 12-megapixel photos and 1080p videos. You can store roughly 500 photos and 100 30-second videos (that’s the maximum length the glasses allow) before you fill up the 32GB of internal storage, and everything syncs through the Meta View app. 
· In addition to taking photos and videos on the camera, you can also now start a livestream to Facebook or Instagram with just a couple of taps on the stem of the glasses.
· The smart glasses aren’t the screen-having, all-seeing smart glasses. 
· It all runs on Qualcomm’s Snapdragon AR1 Gen 1 processor in a sub-one-watt package, and Meta says the battery inside the smart glasses should last between four and six hours of active use. (And when they’re dead, they’re just, you know, glasses.) The included case can also charge the smart glasses another eight times.
· it won’t feature a screen, even though the AR1 would support it. Head-up displays are a much harder problem to solve than putting a camera into glasses.
The Snapdragon AR1 Gen1 provides some technical details that are partially accessible to the Meta Smart Glasses[footnoteRef:3]: [3:  https://techcrunch.com/2023/09/27/qualcomm-launches-its-next-gen-chip-for-xr-and-ar-platforms/
https://arinsider.co/2023/09/27/qualcomm-sets-a-new-high-water-mark-in-xr-capabilities/] 

· support of displays with a resolution of 1280 x 1280 per eye 
· support of three degrees of freedom tracking
· support of dual image signal processor (ISP) for photos and videos based on existing codecs AVC and HEVC.
· The platform also supports up to eight microphones for spatial audio capture
· For optics support of binocular displays that offer more dimensional line-of-sight content including video, wayfinding, and notifications
· Support of on-device AI for dynamic image and audio enhancements and real-time language translation.
Note that the AR1 chips made for more stand-alone smart glasses with cameras for photo and video capture and one or two displays. The AR2 series, meanwhile, features a multichip architecture and is meant for more HoloLens-like immersive augmented reality glasses with support for six degrees of freedom and high-res displays.
3	Summary of Technology Features
For real-time media, the following technologies can be assumed:
· Support for 1080p video upstreaming for HEVC and AVC. This matches the HEVC-FullHD-Enc and AVC-Full-HD-Enc capabilities as defined in TS 26.511, but HEVC-HD-Enc and AVC-HD-Enc may be considered as a requirement, whereas Full-HD may be considered as a recommendation.
· If a display is supported, then support for 1280 x 1280 per eye, i.e. resulting to capabilities aligned with HEVC-FullHD-Dec and AVC-Full-HD-Dec.
· Regular audio speech processing with multiple microphone capturing and stereo. The speech and audio capabilities need to be carefully reconsidered
· 3DOF tracking
· Support of on-device AI for dynamic image and audio enhancements and real-time language translation.
4	Comparison with Thin AR Glasses
[bookmark: _Toc134709909][bookmark: _Toc143790678]10.2	Device type 1: Thin AR glasses
[Editor’s note: For each device type, it is expected that rendering capabilities will also be added before completing the TS.]
[bookmark: _Toc143790679]10.2.1	General
The thin AR glasses device type represents a type of device which is considered to be power-constrained and with limited computing power with respect to the other device types. These limitations typically come from the requirement to design a device with a small and lightweight form factor. Regarding rendering capacity, this device type is expected to rely on remote rendering to be able display complex scenes to the user. For example, such device type may run a split rendering session where the split rendering server delivers pre-rendered views of the scene. However, devices in this category can still operate without external support for applications that do not require complex rendering capabilities, for instance, text messaging, 2D video communication, etc. Lastly, the thin AR glasses offers AR experiences to the user via optical see-through display.	Comment by Thomas Stockhammer: There are devices without any visual rendering
[bookmark: _Toc143790680]10.2.2	XR System support 
An XR Device complying to the thin AR glasses device has an XR System with at least the following capabilities:
-	orientationTracking is 'true'
-	positionTracking is 'true'	Comment by Thomas Stockhammer: Only 3DOF, so false
-	Value 'additive' of the enumeration blendMode	Comment by Thomas Stockhammer: Displays may not be supported
-	Values 'monoscopic' and 'stereoscopic' of the enumeration viewConfigurationPrimary
-	Values 'view', 'local' and 'stage' of the enumeration referenceSpace
-	If swapchainSupported is 'true', numberSwapchainImages is equal to 2
-	Values 'projection' and 'quad' of the enumeration compositionLayer
NOTE:	For the definition of those capabilities, please refer to clause 4.1.3.
[Editor’s note: This list of capabilities is a starting point and more can be added after being defined in clause 4.1.3]
[bookmark: _Toc143790681][bookmark: _Hlk150720400]10.2.3	Media capabilities support
10.2.3.1	Video
A MeCAR Client of device type 1 shall support decoding capabilities as defined in clause 7.2.1
-	the AVC-UHD-Dec decoding capability.	Comment by Thomas Stockhammer: This capabilities would be too high
-	the HEVC-UHD-Dec decoding capability.
-	the AVC-UHD-Dec-4 decoding capability.
-	the HEVC-UHD-Dec-4 decoding capability.
-	the UHD-Dec-4 decoding capability.
A MeCAR Client of device type 1 may support decoding capabilities as defined in clause 7.2.1
-	the HEVC-8K-Dec decoding capability.
-	the 8K-Dec-8 decoding capability.
A MeCAR Client of device type 1 shall support encoding capabilities as defined in clause 7.3.1
-	the AVC-FullHD-Enc encoding capability.	Comment by Thomas Stockhammer: This would be ok
-	the HEVC-FullHD-Enc encoding capability.
A MeCAR Client of device type 1 should support encoding capabilities as defined in clause 7.3.1
-	the HEVC-UHD-Enc encoding capability.
4	Proposal
It is proposed to revisit the device classes in TS 26.119 and consider to either adapt the thin glasses to reflect the findings in this document or to create a new class that addresses the issues.

image1.png
A Consumer, Technophile, and Scientist Look at the Same Image

Consumer vs Technophile Saddle Curve

Looks great ifyou
understand how hard

t was to make

Poor coloy;
contrast,

Looks terrible. uniformity,

Is it broken? il resolutior,
: artifacts

Consumer Technophile Scientist




image2.png
>2 meters is

Why is Optical AR So Hard? relored ey distance”

= The wavelengths of visible light is fixed (elmem (250

+ Typical AR display pixel >10x smaller linearly than VR

« Diffraction becomes exponentially more of a factor

“Magnification” is defined asfthe

= Blocking incoming light is crude and inaccurate “arent size compared to 25cm|unaided

* The display can't be in the “right place” (unlike VR)

Typical AR Pixel
~250x smaller in

Magic Leap 2

= Large FOV requires large final optics patent application area than VR
= Everything must be small, light, and low powered
= Anything that "Combines” the real world and virtual image hurts ~13mm

both
AR Display
& Optics

[KGOnTech Optical Versus Passthrough MR ©2023 KGOnTech




