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1. [bookmark: _Toc504713888]Introduction
In this contribution, we propose a reference architecture for the deployment of Avatars in immersive communication services and the Metaverse.

1. Discussion
In the SA4#125 meeting, a basic reference architecture was provided and was discussed based on the contribution S4-231189.
[image: ]

Based on this architecture, our opinion is that the following contents should be modified:
1， UE should be updated: The reference architecture contains various functional elements that describe their roles in implementing avatars calls. UE is a specific device that does not match other functional components. Meanwhile, some of these functional elements may be deployed to UE.
2， Split rendering should be removed: Split rendering should not be an independent functional component, as it relies on other functional elements when implementing split rendering.
3， The Animation data extraction should be added: there are typically multiple sensors in a UE, and some of the data generated by these sensors cannot be directly used to drive avatars, they must be converted to can be used. For example, videos captured by cameras need to be converted to feature points parameters first by means of facial detection and feature point extraction, then be used to drive the facial expressions of avatars.
4， Display in remote UE should be added: this functional element displays the avatar video to the remote UE, obtains the user's viewport and passes that to the animation engine, so that the user can receive the avatar animation tailored to the user’s preference.
5， Interfaces should be described: The interfaces between different functional elements should be described clearly in order to prevent misunderstanding.

1. Proposed Reference Architecture
The following diagram depicts an abstract reference architecture that includes multiple functional elements that can be mapped to a specific network element in a specific system (IMS or webrtc). 
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Figure 1 Avatar Reference Architecture
The reference architecture defines the following functional elements:
· Avatar Storage: an entity that offers storage of base Avatars. This entity may be offered by the 5G System or it may be considered as a 3rd party entity (Same as previous version).
· Avatar Authorization: ensures the protection of the user’s base Avatar and controls access to it. This element may offer advanced features such as DRM system (Same as previous version). 
· Avatar Animation/ Split rendering: depending on the Avatar representation format, this entity retrieves the base Avatar, receives representation format-specific animation data streams, and performs the Avatar animation to produce the dynamic mesh that will be used in the rendering process, and finally generates the avatar video corresponding to the user's viewport. Note that some animation approaches don’t need to rely on the 3D base avatar, instead they directly produce rendered 2D view of the Avatar. When the animation functional element and display functional element in a session are located on different devices, it corresponds to a split rendering session.
· Animation data extraction: extracting animation data from raw signals. The raw signals may come from cameras, microphones, and specialized motion capturing devices, etc. Through the current functional element, the video captured by the camera can be converted into facial feature points, and the audio captured by the microphone can be converted into text, etc. Animation data comes in various forms, including facial expression, gestures, body action, text, etc.
· Avatar video display: displaying the avatar video to the receiving user. Obtaining the user's viewport and send it to the Avatar animation engine, so that the user can receive the avatar animation tailored to the user’s preference.
· Scene Composition: creates and composes the shared 3D scene for all participants. It integrates a description of the user’s Avatar and updates its position and orientation based on the user’s pose. The updated scene is shared with all participants (Same as previous version).

The interfaces between different functional elements are as follows:

	Interface No.
	Corresponding functional elements
	Description

	I1
	Avatar Animation<==> Animation data extraction 
	This interface transmits extracted animation data, based on which Avatar Animation engine can generate dynamic avatar videos based on static avatar representation. Animation data comes in various forms, including facial expression, gestures, body action, text, etc.

	I2
	Avatar Animation <==>Avatar video display
	This interface transmits the avatar video corresponding to the receiver's viewport. Avatar videos may use the same encoding format as regular video calls (eg.H264, H265), but the difference is that the content in the avatar video is the sender's avatar image, instead of him/herself.

	I3
	Avatar Animation <==>Avatar video display
	This interface transmits receiving uer's viewport, so that he/she can receive the avatar according to his/her preferences.

	I4
	Avatar Animation <==> Avatar Storage
	This interface transmits the user's base avatar after the use of avatar is authorized.

	I5
	Avatar Animation <==> Avatar Authorization
	This interface transmits authorization requests and results for using avatar.

	I6
	Avatar Animation <==> Scene Composition
	This interface transmits scene Composition



1. Proposal
We propose to adopt the reference architecture as the baseline for the Avatar study and to document it in the TR.
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