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1 Introduction
This contribution is a revision of S4-231364 presented in SA4#125 in Gothenburg, where we proposed using image similarity metrics between a rendered un-reprojected frame and a corresponding pose corrected frame as proxy for pose correction error.
During discussion of the contribution, video SWG experts raised two pertinent points for clarification:
1. How is image similarity between a rendered unprojected frame and a pose corrected/reprojected frame a metric of pose correction error.
2. How can a pose corrected image be captured considering the XR device runtime may do post processing operations like lens correction after pose correction before a pose corrected frame is displayed.
In this revision we clarify these aspects. 
The rendering process may use a predicted pose for rendering. This introduces a pose error between the pose used for rendering and the pose at actual display time as discussed in clause 6.3.5.1 of draft TR 26.812 [1]. Pose correction is performed by the XR Runtime, for example, by reprojection of the rendered image for the actual pose. Often the reprojection algorithms used by, or available to the XR runtime are device vendor specific. In OpenXR, vendor extensions supporting reprojection must be enabled to accomplish these device optimized reprojection operations (e.g.,XR_MSFT_composition_layer_reprojection, XR_FB_space_warp).  As such, the effectiveness of reprojection as a factor affecting user QoE may be an unknown quantity.
Errors in reprojection can result in artifacts e.g.  geometry distortions, judder in moving objects, stretching, dis-occlusions [2] in the frames displayed to the user, which can impact QoE adversely. Reprojection errors can be measured by comparing an image reprojected for a given pose with a reference image rendered for that pose. However, for many rendering scenarios, this might not be feasible. Comparing the reprojected image with the rendered image can capture the cumulative effect of pose prediction errors, motion-to-render-to-photon latency and reprojection errors. Latency and pose prediction error can be measured and are discussed in draft TR 26.812 in clauses 6.3.4 and 6.3.5.
1.1 Image similarity and pose correction
Given pose prediction error, latency and deviation of a pose corrected frame from a corresponding frame, the effectiveness of a black-box pose correction technique may be inferred.
For example, a high deviation between the rendered un-reprojected and pose corrected frame when the pose prediction error and latency is low may indicate ineffective pose correction. Similarly, a high deviation between the rendered un-reprojected frame and the pose corrected frame, given high latency but low pose prediction error may also indicate low efficacy of pose correction. A low deviation between rendered un-reprojected and pose corrected frame when pose prediction error is high may also indicate low efficacy of pose correction. Another example case would be if there is a high deviation between rendered un-reprojected and pose corrected frame, given pose correction error and/or latency is high, it may be inferred that pose correction isbeing actively applied .  More information can be obtained when image similarity is considered together with position and orientation components of pose prediction error.  Image similarity/dis-similarity metrics like SSIM/DSSIM, PSNR, MSE are, therefore,  practical QoE metrics. Together with other measurable QoE metrics like pose prediction error and latency, image metrics like SSIM/DSSIM,PSNR MSE can help in improving QoE of 5G XR services. These metrics only provide a set of building blocks to understand effectiveness of pose correction. Interpreting the effectiveness of pose correction from these metrics will depend, among other factors, on the nature and content of the XR experience being rendered.

1.2 Capturing pose corrected image on the UE

The implementation aspects of capturing a pose corrected image from a UE depend on the development platform, target operating system and UE. While different game engines like Unity and Unreal allow capture of frame buffers at various stages of the rendering pipeline including at the post-processing stages, ultimately this is achieved by leveraging the underlying low level graphics API for example Metal, Vulkan or OpenGL ES or Direct 3D family. 
At a high level, the frame being displayed in an HMD is a frame buffer associated with a rendering window and/or rendering context from a graphics API’s perspective. Most development platforms as well as APIs like OpenXR and WebXR allow an application to interact with the low level graphics API. An AR/MR application can implement a hook into the graphics API to intercept and capture a frame buffer at a particular stage. In fact this technique has been used for some of the first modern prototypes of interactive cloud/remote rendering [3][4]. These prototypes use such hooks for both D3D family and OpenGL platforms to capture a displayed frame before encoding transmitting it for display on a 2D [3] or HMD [4] form factor device. In OpenXR pose corrected image capture can be implemented by using relevant graphics API extensions like XR_KHR_D3D12_enable, XR_KHR_D3D11_enable, XR_KHR_opengl_es_enable, XR_KHR_vulkan_enable in an OpenXR API layer. 
Another possible issue is lens correction applied by a device runtime to a frame to be displayed. Since lens correction has to be user adjustable to accommodate different vision issues and custom lenses, it is less of a black box than pose correction techniques and can be adjusted or turned off by a developer.

2 Proposed Changes
===== CHANGE #1 =====
6.3.6   Pose Correction Error
6.3.6.1  Background
There may be a mismatch between the pose used for rendering a frame and the actual pose at the time the frame is displayed. The device runtime may leverage reprojection techniques to align the rendered image with the actual pose at display time. Reprojection errors may introduce various artifacts which may adversely impact the QoE. If a reference frame rendered for the actual pose at the time of display could be obtained, reprojection or pose correction errors could be detected and measured by comparing the reprojected frame with that rendered frame. Generally, in an XR session it is not feasible to obtain such reference frames. Offline calibration may not be able to take into account diverse operating conditions and content


6.3.6.2  Image similarity between reprojected frame an rendered frame 
Comparing the reprojected frame, potentially captured at OP-1  and the rendered frame, captured at OP- 4  may capture the cumulative effect of pose prediction errors and reprojection errors. Image similarity metrics like SSIM/DSSIM, PSNR, MSE may be used to optimize QoE in conjunction with metrics like pose prediction accuracy and motion-to-render-to-photon latency. As a very simplified example, given low pose prediction error, a high dissimilarity between a rendered frame and its reprojected counterpart may mean that the reprojection was sub-optimal. Conversely, given high pose-prediction error, a high dissimilarity between a rendered frame and its reprojected counterpart may imply good reprojection performance. More insights may be gleaned by, for example, inspecting the orientation and position prediction errors separately. For example, if there is high position prediction error, high image similarity between the rendered and reprojected frames may indicate low efficacy of pose correction as two frames captured from spatially different positions in a 3D scene would generally capture different content. Similarly with low position prediction error and an average orientation prediction error of a few degrees, effective pose correction should result in a high image similarity between the rendered and reprojected frame.
Analysis of image similarity metrics and other QoE metrics aggregated over time may also provide useful information for QoE optimization.

===== END of CHANGE #1 =====
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