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[bookmark: _Toc143790630][bookmark: _Toc132967048][bookmark: _Toc134709903][bookmark: _Toc143790666]2	References
…
[9]		ISO/IEC 23090-14:2023, Information technology, Coded representation of immersive media, Part 14: Scene description
[10]	ISO/IEC 23090-14:2023/Amd 1, Information technology, Coded representation of immersive media, Part 14: Scene description
[11]	ISO/IEC 23090-14:2023/CD Amd 2, Information technology, Coded representation of immersive media, Part 14: Scene description
NOTE: The above three documents are integrated into a single second edition with FDIS available by early 2024. The latest draft is available in MDS23220_WG03_N01067 and can be downloaded from the http://www.mpeg.org.
[12]	SO/IEC 12113:2022, Information technology, Runtime 3D asset delivery format, Khronos glTF™ 2.0
	[bookmark: _Toc143790634]2nd Change


3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
AR	Augmented Reality
glTF	graphics library Transmission Format
GLB	glTF Binary
JSON	JavaScript Object Notation
MR	Mixed Reality
VR	Virtual Reality
XR		eXtended Reality
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	[bookmark: _Hlk150174529]3rd Change



7.3	Scene processing capabilities
7.3.1	General
This clause defines scene processing capabilities that enable AR and XR experiences.
In clause 7.3.2, glTF-based Scene Description capabilities are defined.
NOTE: Functionalities of this specification can be used w/o a standardized scene description, for example by an application providing an interoperability on Scene Description. However, in this case, AR experiences may be limited to the functionalities of the application and may be restricted.
7.3.2	glTF-based Scene Description capabilities
This clause defines client cababilities for rendering and presenting Scene Description based on glTF2.0 [12]. Additional extended capabilites are defined, primarily to support real-time media based on the extensions defined in the MPEG-I Scene Description in ISO/IEC 23090-14 [9].
The following scene processing capabilities are defined.
-	SD-Rendering-glTF-Core: The capability to process glTF2.0 [12] scene description files and to render the described scenes with the following restrictions:
-	The glTF 2.0 scene description can either be a standalone JSON file or an encapsulated GLB file.
-	The glTF 2.0 scene description can have an aggregate geometry complexity, including all mesh primitives of the scene, of at least 100k faces and/or points. The requirement on the number of faces in mesh nodes allows for moderate complexity scenes.
-	The glTF 2.0 scene description can have at least 20 materials using static image textures. The requirement on the number of materials with image texture maps allows for moderate complexity scenes.
-	The glTF 2.0 scene description can use glTF2.0 animations and skinning.
-	The glTF 2.0 scene description can use the KHR_lights_punctual and KHR_materials_specular extensions.
-	SD-Rendering-glTF-Ext1: On top of the SD-Rendering-glTF-Core capability, the capability to process MPEG-I Scene Description documents as specified in [9-11] and to render the described scenes with the following restrictions: 
-	The MPEG-I Scene Description document can use the MPEG_media extension.
-	The MPEG-I Scene Description document can use the MPEG_accessor_timed and the MPEG_buffer_circular extensions.
-	The MPEG-I Scene Description document can use the MPEG_texture_video extension.
- 	The MPEG-I Scene Description document can use the MPEG_audio_spatial extension.
-	The MPEG-I Scene Description document can use the scene description update mechanism as defined in clause 5.2.4 of [9].
-	Processing of scene description updates as defined in ISO/IEC 23090-14 [9] to allow the device to contribute to a scene description of a dynamic shared scene.
-	The MPEG-I Scene Description document can use at least 4 materials using video textures
NOTE: This functionality implies that at least 4 concurrent video decoder instances are available
[-	The MPEG-I Scene Description document can use at least 4 object-based mono audio sources, which allows for relatively simple audio support.
NOTE: This functionality implies that at least 4 concurrent mono sources are available as the output of the audio decoding engine instances are available, potentially requiring concurrent audio decoder instances]
Editor’s Note: the audio-specific minimal support, such as the type of audio sources and the number of audio sources to support as part of this capability, are to be agreed with the Audio SWG.
-	SD-Rendering-glTF-Ext2: On top of the SD-Rendering-glTF-Core capability, the capability to process MPEG-I Scene Description documents as specified in [9-11] with the following restrictions:
-	The MPEG-I Scene Description document can use the MPEG_anchor extension.
-	The MPEG-I Scene Description document can use the EXT_lights_image_based and the MPEG_lights_texture_based extensions.
-	SD-Rendering-glTF-Interactive: On top of the SD-Rendering-glTF-Core capability, the capability to process the following glTF 2.0 extensions defined in [11] to enable user input and local interaction processing.
-	The MPEG-I Scene Description document can use the MPEG_scene_interactivity extension with the following triggers: TRIGGER_USER_INPUT, TRIGGER_PROXIMITY, TRIGGER_COLLISION, TRIGGER_VISIBILITY. 
-	The MPEG-I Scene Description document can use the MPEG_scene_interactivity extension with actions: ACTION_ACTIVATE , ACTION_TRANSFORM, ACTION_BLOCK, ACTION_ANIMATION, ACTION_MEDIA, ACTION_MANIPULATE, ACTION_SET_MATERIAL
	Next Change


10.2.4	Scene Description capabilities support

TBD
	Next Change


10.3.4	Scene Description capabilities support
A device of type 2 should support glTF-based scene description as defined in clause 7.3.2. 
If gltf-based scene description is supported, the following requirements and recommendation hold.
-	The SD-Rendering-gltf-Core capabilities shall be supported
-	The SD-Rendering-gltf-ext1 capabilities should be supported
-	The SD-Rendering-gltf-ext2 capabilities may be supported
-	The SD-Rendering-gltf-interactive capabilities may be supported
	Next Change


10.4.4	Scene Description capabilities support
A device of type 3 should support gltf-based scene description as defined in clause 7.3.2. 
If gltf-based scene description is supported, the following requirements and recommendation hold.
-	The SD-Rendering-gltf-Core capabilities shall be supported
-	The SD-Rendering-gltf-ext1 capabilities should be supported
-	The SD-Rendering-gltf-ext2 capabilities should be supported
-	The SD-Rendering-gltf-interactive capabilities should may be supported
	Next Change


10.5.4	Scene Description capabilities support
A device of type 4 should support gltf-based scene description as defined in clause 7.3.2. 
If gltf-based scene description is supported, the following requirements and recommendation hold.
-	The SD-Rendering-gltf-Core capabilities shall be supported
-	The SD-Rendering-gltf-ext1 capabilities should be supported
-	The SD-Rendering-gltf-ext2 capabilities should be supported
-	The SD-Rendering-gltf-interactive capabilities should be supported

