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1. [bookmark: _Toc504713888]Introduction
In this contribution, we propose further update to the reference architecture for the deployment of Avatars in immersive communication services and the Metaverse.
1. Reference Architecture
The reference architecture for animated Avatars identifies the key network functions and the interfaces between these functions. 
The following diagram depicts the reference architecture:
[image: ]
Figure 1 Avatar Reference Architecture
Some of the functions may be implemented on the sending UE or on the receiving UE(s).
This framework assumes the presence of a base Avatar that is stored by the Avatar Storage function, which is associated with the source Avatar. The components and control over the base avatar is offered through the AV3 interface. 
The Avatar Animation accesses the base avatar of the users in a session over the AV4 interface. It also receives the animation streams from the Avatar source via the AV2 interface. 
The AR scene and control of the real-time immersive experience is control by the Scene Composition, which receives information about the user’s Avatars via the AV1 interface. 


The reference architecture defines the following functional elements:
· Avatar Storage: an entity that offers storage of base Avatars. This entity may be offered by the 5G System or it may be considered as a 3rd party entity. 
· Avatar Animation: depending on the Avatar representation format, this entity retrieves the base Avatar, receives representation format-specific animation streams, and performs the Avatar animation to produce the dynamic mesh that will be used in the rendering process. Note, that some animation approaches may directly produce a rendered 2D view of the Avatar. 
· Scene Composition: creates and composes the shared 3D scene for all participants. It integrates a description of the user’s Avatar and updates its position and orientation based on the user’s pose. The updated scene is shared with all participants.
1. Proposal
We propose to adopt the reference architecture as the baseline for the Avatar study and to document it in the TR.
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