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[aa]	3GPP TR 22.874: "Study on traffic characteristics and performance requirements for AI/ML model transfer".
[bb] 	Supervised Compression for Resource-Constrained Edge Computing Systems https://arxiv.org/pdf/2108.11898.pdf
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6.3	Intermediate data
6.3.1 	Intermediate data transfer optimization techniquessize
Intermediate data consist of large tensors computed by the first part of a split neural network. The following table provides some examples of intermediate data sizes for a few neural networks taking an input image of size 224x224x3, i.e., a tensor containing 150,528 values):
	Model
	Layer
	Dimension
	Number of values

	squeezeNet
	maxpool4
	27x27x256
	186 624

	
	maxpool8
	13x12x512
	79 872

	mobileNet v3
	layer 7
	28x28x40
	31 360

	
	layer 14
	14x14×112
	21 952

	VGG
	layer 6
	112x112x128
	1 605 632

	
	layer 12
	28x28x512
	401 408


Intermediate data characteristics depends on various aspects described in clause §4.1 §4.5 including intermediate data volume or size.
Different factors can impact the size of the intermediate data for delivery, which may require the adaptation of split AI/ML operations between the UE and the network:
· AI inference task use-case and requirement: The requirements on an AI task required for the service drives the intermediate data size. For example, a complex AI task for detecting multiple objects in a dense and moving video requires far more intermediate data than for a simpler AI task on static scene or about a single object.
· AI model for the AI inference task: Different trained AI models for the same AI inference task can be available with different characteristics on not only the AI model architecture and size, but also on the intermediate output size, depending on the split point(s). 
· Split point selection: The selection of a split point within an AI model determines the dimension of the intermediate data. The output size at a given split point compared to another may vary from 1 to 5 or more [aa].
· Adapted trained model for split operation: Adapted models can be designed to provide reduced intermediate data at identified split points. 
· Optimization: accuracy/quality metrics determine the result of a split inference. Basic precision quantization, from 32 bits to 16/8 bits may reduce the overall size of intermediate data while still meeting the required output result quality/accuracy for the service.
· Inference input video frame rate adjustment: The frame rate input in case of video determines the streaming bitrate of the intermediate data to be delivered. An AI inference task may not produce media content and does not necessarily need to produce an output result at 30 or 60 frames as in the case of video streaming. 
· Non-real time delivery: The transmission of intermediate data may not necessarily need to be delivered in a real-time based manner. The result of inferencing split model on an image, a set of images or a video sequence may not require an immediate result. The transmission of intermediate data can be done progressively with a constrained bandwidth. 

6.3.2	Intermediate data transfer optimization techniques

6.3.2.1	Compression related aspects

Depending on the AI media service use case (and the required AI task) sSome compression approaches (e.g., quantization, entropy coding, transformations) can be used to reduce the size of the transferred intermediate data and to adapt the split AI/ML operations between the UE and the network to changing conditions. 
Approaches to intermediate data compression can be based on either a learned autoencoder or on a generic and agnostic model compression:
· A first approach is to introduce information bottlenecks with a small autoencoder [bb] to split points and to train the new adapted model. This leads promising compression performance in terms of rate versus AI task accuracy. The new model with the bottleneck at the split point as well as the new weights need to be available before the deployment time.
· A second approach is a generic and agnostic model compression that can include clustering-based feature reduction and online PCA method. This is introduced to adapt intermediate data volume to arbitrary split points.

6.3.2.2	Adaptive aspects
As a generic approach, the UE or the network endpoint selects or reselects an adapted model or a function among a set of adapted models or compression/ and/or decompression functions built to adjust the characteristics of output intermediate data to the current network conditions or to meet the expected latency. For example, different adapted models or functions can meet different bandwidth requirements.
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