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This contribution discusses the testing of the IVAS rendering during the IVAS characterization phase. The rendering of the IVAS codec was not thoroughly tested during the IVAS selection process, except for the requirement to recreate a signal in the same format as the input signal of the encoder (pass-through). Instead, an external renderer was integrated into the IVAS processing scripts to generate the final conditions for listening. This approach ensured consistent rendering and accurate evaluation of the coding performance.
Since IVAS also supports rendering to formats other than the encoder input format, it is important to assess and understand this functionality. In the following discussion, we highlight a few key aspects that require consideration and potential agreement.
Candidate under Test Definition
One of the main challenges in testing the built-in rendering feature of IVAS is how the renderer interacts with the decoder. During the selection process, the rendering was purely external, utilizing the IVAS processing scripts and provided rendering, to make the pass-through formats audible (without considering the required rendering for pass-through operation). However, in the characterization phase, it is necessary to explicitly test the rendering functionality. Two options can be considered:
a)	Decoding bitstreams with integrated rendering
b)	Isolated testing of the rendering functionality
Let's examine option b) first. The rendering functionality in IVAS is generally available as part of an "external renderer" that exposes the rendering functionality for PCM2PCM rendering. This option allows testing the renderer in isolation, without considering any coding artifacts. However, IVAS is primarily a codec, and the expected operation is to decode an IVAS bitstream and render it to a target format using optimized rendering paths. It is not limited to rendering only to the pass-through format and then relying on an external renderer. Therefore, the source suggests to properly evaluate later application scenarios that rendering should be combined with decoding (option a)) to evaluate the performance of the entire system, rather than solely focusing on isolated rendering (option b)).
Reference conditions
Another crucial aspect is defining the reference that IVAS should strive to meet. 3GPP SA4 already conducted rendering tests during the "VRStream" work item. For binaural rendering, a "Common Information Binaural Renderer (CIBR)" based on Google's Resonance audio rendering was defined. The "Test 3" live evaluation compared different candidate solutions using a developed live head-tracking solution and rendering in a Max/MSP framework. However, this approach had limitations, such as non-reproducibility due to individual head-tracking trajectories and potential implementation errors. It should also be noted that the CIBR used a specific set of HRTFs (SADIE HRTFs from York University). To ensure fair renderer comparison CuT proponents had to use exactly those to avoid an HRTF comparison. Additionally, the CIBR relied solely on Ambisonics rendering, which led to spatial blur for discrete formats. As a result, many candidates suggested using the CIBR with their respective solutions to avoid conducting the "Test 3".
IVAS differs in this regard, as it already has a reference renderer available as part of the processing scripts. This rendering approach offers several advantages over the CIBR, including proper rendering for all potential formats and full configurability, including custom HRTFs. However, it lacks real-time capabilities, such as VST plugins or MAX externals.
Regarding loudspeaker rendering, the VRStream work item simply defined VBAP as the reference without providing further details. IVAS takes a step further by enabling the Python processing scripts to render properly to loudspeaker setups, including the more generic EFAP method. This existing reference renderer has undergone extensive testing and serves as a reliable option.
The second aspect, besides the reference renderer itself, is defining the "DIRECT" condition. This condition serves as the reference sample in P.800 DCR tests, the original in MUSHRA tests, and as the "to-achieve" condition in other tests not specifically proposed for IVAS, such as Ref-A-B tests. There are two options to consider:
i)	Uncoded Reference: Rendered with the reference renderer to the target format.
ii)	Coded Reference: Rendered with the reference renderer from pass-through to the target format.
The choice depends on what is intended to be tested. Option i) is generally applicable for tests involving multiple conditions regardless of bit rate and other impairments. Typically, the "IVAS decoder with rendering" CuT would be compared against a condition with the codec combined with the reference renderer (option ii)). Therefore, if option ii) is followed, an IVAS condition should transparently match the reference, including any potential coding artifacts, and render them accurately as the reference. This limits the evaluation to one bit rate only. It is thus suggested to use option ii) as the comparison condition and option i) as the actual reference. This approach allows for the evaluation of the complete IVAS solution including all factors, reflecting the application perspective of IVAS deployment.
Anchor Conditions
For subjective listening tests, various anchor conditions have been proposed and used in the past. These include low-pass anchors (traditionally at 3.5 and 7kHz), MNRUs, SDRUs, and ESDRUs (for stereo content), among others. It is generally recommended to reuse these anchors.
However, when it comes to spatial audio, it may be beneficial to explore anchors that specifically reflect spatial distortion. A basic anchor could be a mono or stereo downmix of the immersive audio signal. However, it has been observed that naive subjects often rate such downmix signals unexpectedly high, disregarding the spatial characteristics of the scene. Therefore, alternative or additional anchors should be developed, if appropriate, and care should be taken to follow recommendations (e.g., in P.800Suppl) to prevent overrating.
The source has developed a generic spatial audio degradation reference, currently referred to as "dizzer". This reference aims to address the aforementioned issues by altering the spatial audio scene in the Ambisonics domain. The processing involves a simple rotation of the audio scene using a modulation function. This modulation function can be a sine wave with predefined amplitude and frequency or any other signal applied to any of the axes, preferably changing the "yaw" parameter. To apply this function, the spatial audio needs to be first converted to Ambisonics (at a sufficiently high order, potentially even "insanely high" to avoid introducing additional spatial blur, or at common low orders to utilize spatial blur as additional degradation), rotated using the modulation function, and then re-converted to the original input format. Initial results indicate that this alternative anchor could be a viable option. It also aligns well with the concept of evaluating head-tracked audio, which will be discussed later in this contribution.
Indicative results of a small-scale P.800 DCR listening test, conducted by the source with 10 partially naïve subjects, are presented in the following figure, where an Ambisonics scene in 3rd order was evaluated. The "dizzer" was using a sine signal as modulation in three confgurations for yaw modification only, the parameters in test were as follows:
· Low (LO): amplitude: 45°, frequency: 0,96Hz
· Mid (ME): amplitude: 65°, frequency: 1,92Hz
· High (HI): amplitude: 75°, frequency: 2,88Hz
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The results when comparing the novel dizzer condition to existing anchor conditions, hints at a nice degradation progression for more aggressive settings. The settings used so far (hi, me, lo) may require further experimentation to also cover the "good" region, which seems to be quite possible with more conservative settings.
While the ESDRUs seems to be also well applicable, it should be noted that those mainly play around with panning gains of the stereo signal and could thus not be seen as generally applicable beyond stereo (or binauralized content) as there is no real modification of the spatial scene. The indicative results also confirm the overrating of the stereo dowmix. While this may reflect listener QoE for static scenarios to some extent, it is likely not representative for immersive audio, where the immersivity is an essentialty of the scene, as is the case for e.g head-tracking. 
Binaural Rendering Tests w/o head-tracking
In the IVAS selection phase, binaural rendering was already employed to make the immersive audio perceptible through headphones. When evaluating the binaural rendering capabilities of IVAS, the previous sections of this contribution should be considered for defining the CuT, references, and anchors. In terms of test methodology, it is recommended to use the same methods that were previously employed, such as MUSHRA and P.800 DCR. Since the scene remains static when there is no head-tracking, no additional precautions are necessary.
However, it is important to note the usage of proper Head-Related Transfer Functions (HRTFs). As discussed earlier, comparing rendering schemes with the same HRTF/BRIR is crucial to ensure that the selection of these factors does not influence the evaluation. Fortunately, high-quality HRTFs and BRIRs were proposed for the IVAS exercise, which can be utilized by both the reference renderer and the IVAS renderer. As the choice of HRTFs/BRIRs can significantly impact the rendering sound, it would be useful to characterize the HRTFs/BRIRs used, possibly using objective metrics. This would provide implementers with guidance on whether to use the IVAS HRTFs/BRIRs or an alternative proprietary set.
Binaural Rendering tests w/ head-tracking
In previous exercises like "VRStream" and projects in other forums such as "MPEG-I Audio", real-time rendering systems were utilized to switch between different parallel running renderers for binaural testing with head-tracking. However, setting up such a system is complex and error-prone. The quality of the head-tracking has a significant impact on the Quality of Experience (QoE), and these tests often lack reproducibility. Within the IVAS project, previous contributions have discussed the concept of "offline trajectories," where trajectories consisting of head poses at specific time instances (e.g., every 5ms or 20ms) are provided to the decoder/renderer. This approach offers the benefit of reproducibility and allows the reuse of the same listening test concepts as for binaural rendering without head-tracking. However, this approach can confuse listeners and induce nausea because the sound scene is rotated according to the trajectory, while the listener's head pose remains independent and likely static (except for involuntary attempts to compensate for the trajectory during rendering).
Therefore, the source proposes an alternative concept called "trajectory nullification." This concept involves applying a trajectory to the audio signal before rendering and then rendering with the inverse trajectory, effectively nullifying the impact of the trajectory. The following figure illustrates the concept:
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The processing scripts can be used to apply the trajectory to input samples, and the IVAS decoder/renderer would receive the inverted trajectory for rendering. From the listener's perspective, the expected result would be a stable audio scene. Depending on the algorithms for pre-rotation and rotation in the rendering the scene rotation may not fully preserve the original input signal but still preserve the orientation of the spatial scene. In case of e.g. Ambisonics, pre-rotation with the trajectory and rotation with the inverse trajectory would fully cancel out.
This type of testing can be fully processed offline without the need for real-time rendering. References and anchors (potentially considering also "dizzer") can remain the same conditions as in the already conducted listening tests. It becomes also theoretically possible to test head-tracking in a test with other binaural conditions, such tests mayh though require further experimentation.
For test conditions where head-tracking does not function as expected, spatial rotations would be audible in the test samples, causing some degradation, which would be downrated. The source's previous work on the "dizzer" anchor can be seen as a similar concept, where intentional rotations are inserted. The artifacts introduced by trajectory nullification would be of a similar nature.
Loudspeaker Testing
The IVAS selection phase already included loudspeaker tests using the pass-through formats. In the characterization phase, it may be beneficial to address additional loudspeaker setups such as 7.1 and 5.1+4, as well as arbitrary loudspeaker configurations. However, it is important to note that the number of arbitrary setups is practically infinite. It is generally preferred to use the same loudspeaker setup for each test, but alternative approaches such as mixing formats within the same test can be considered.
A significant challenge in loudspeaker testing is the switching of loudspeaker setups during reproduction and the potential impact of format conversions. This can lead to variations in audio levels and spatial resolution for the listener. Further experimentation and investigation are necessary to address these complexities effectively.
Summary
Based on the source's input, the following proposals are made for testing the IVAS rendering functionality:
1. Rendering Evaluation: The IVAS decoder and its built-in rendering functionality should be used for evaluation.
2. Reference Conditions: The uncoded reference using the Python reference renderer should be used as the reference condition.
3. Anchor Conditions: Previous anchors should be considered, with the inclusion of new concepts such as the "dizzer" anchor.
4. Binaural Rendering: Consistent HRTFs/BRIRs should be used across all conditions for binaural rendering.
5. Head-Tracking Testing: Trajectory nullification should be employed for head-tracking testing.
These source suggests to discuss the proposals and potentially agree to them to aid preparations of inputs for the IVAS 7-b and 8-b PDocs.
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