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This document addresses the following editor’s note by updating the federated learning basic call flow in 5.2.3.2: 
Editor’s note: The messages and parameters in this clause need further alignment with clause 5.2.3.
The call flow is now aligned with 6.4.1 which describes the control messages for the federated learning. The new call flow defines the followings steps:
1. Ability to set and announce the device eligibility criteria.
2. Ability to define the device failure criteria and what needs to be reported in the case of failing
3. Ability to optionally evaluate the existing model by different devices using the local data sets and report back the results.
4. Ability to perform the federated learning on a given model and receive the training results.
Control messages
5.2.3.2	Basic workflows
Figure 5.2.3.2-1 shows a basic workflow for distributed/federated learning with training in the UE, the results of which are aggregated in the network. Steps for the procedures shown are described below.





Figure 5.2.3.2-1: Basic workflow for distributed/federated learning between a UE and the network
During the initialization and establishment step, it is assumed that information related to the required features and detailed configurations are exchanged and negotiated between the network and UE. Information may include those related to UE device and network capabilities, AI/ML service information (e.g. service requirements, AI/ML model descriptions), and delivery methods. Such information may be used for the selection of a suitable partially trained AI/ML model for the service.
1. The UE Application and Network Application communicate to trigger distributed/federated learning, using the information from the initialization and establishment step.
2. A partially trained AI model is selected between the UE Application and Network Application.
3. The Network Application identifies the selected partially trained AI model in the AI model Repository/Provider.
4. The AI Model Access Function establishes an AI model delivery session with the AI Model Delivery FunctionThe Federated Learning Engine optionally announces the eligibility criteria for participating in the federated evaluation/learning to the device. The criteria could contain various information such as the device's operating system, processor speed, available memory, characteristics of the data library, geographical location of the device, language setting, and other attributes.
5. The AI Model Access Function  of an eligible device receives the partially trained AI model or its updated version.
6. The Federated Learning Engine optionally announces the failure reporting criteria for the participating devices.
Option A: Model evaluation:
7. The AI Model Access Function passes the partially trained AI/ML model to the AI model Training Engine in the UEFederated Learning Engine requests the UE to start the model evaluation. The evaluation mechanism and criteria are defined by the Federated learning Engine. 
Note: Whether a user wants its device to participate in the evaluation, depends on the business agreement between the user and the network.
8. The Data Source passes the training input data to the AI model Training Engine.
9. The AI Model Training Engine performs AI trainingthe evaluation.
10. The evaluation results A training (or the failure messages, in the case of a failure) are result delivery session is established between the Training Result Delivery Function delivered to and the Federated Learning Engine.
11. Optionally, the device eligibility criteria may get updated depending on the evaluation results.
Option B: Federated training:
12. The Federated Learning Engine requests the UE to start the training. 
Note: Whether a user wants its device to participate in the training, depends on the business agreement between the user and the network.
13. The Data Source passes the training input data to the AI model Training Engine.
14. The AI Model Training Engine performs the retraining of the model.
15. The updated model (or the failure messages, in the case of a failure) is delivered to the Federated Learning Engine.
16. The Federated Learning Engine receives training results data from the UE.
17. The Federated Learning Engine performs training aggregation of training results from multiple UEs,   and updates the partially trained AI model.
18. The updated partially trained AI model is delivered to the UE as from step 5.
Note: As shown in the above call flow, the model evaluation and the federated learning may also occur in a sequence.
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