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1.	Introduction
The objective of the ISAR WI [1] is to develop solutions for immersive binaural audio on head-tracked devices that are compatible with the envisaged split architectures. This contribution addresses, now that first ideas on architectures have been exchanged, the topic of design constraints and performance requirements. For convenience, the following points in [1] are addressed:

[bookmark: _Int_HxUEq88n]The work item shall in a first phase identify and agree relevant requirements to be documented in a TR. This shall cover:
· [bookmark: _Int_poQZYyHP]Design constraints related to complexity and memory as well as constraints related to relevant interfaces between presentation engine and end device such as bit rate, latency, down- and upstream traffic characteristics.
· Design constraints related to functional capability requirements such as rendering of non-diegetic sounds, 3DoF rendering of diegetic immersive sounds, 6DoF rendering of diegetic immersive sounds, including simultaneous rendering of different sound categories, and room acoustics synthesis. 
· Performance requirements.
The solution(s) are characterized for the range of relevant interface characteristics between presentation engine and lightweight device. The case where the immersive audio is decoded and rendered within the end device should be considered as a reference.


2.	Reference Solution: Decoding and Rendering on the end device
For ISAR, the reference to be considered should be the one where audio decoding and rendering happen entirely on the end device. In [2] the term “Local Audio Rendering” is used for this case. The characteristics of such a solution depend on the specific coding solution, i.e., the “complexity and memory as well as constraints related to relevant interfaces between presentation engine and end device such as bit rate, latency, down- and upstream traffic characteristics” would be defined by the specific solution.
With the IVAS candidate now available, those parameters can also be extracted, using this solution as the reference. While worst-case parameters are provided as part of the IVAS selection deliverables, it should be noted that those do not necessarily apply to all operation modes and operation points of IVAS, e.g., complexity numbers for a stereo operation point at 64kbps may be much lower than for a multi-channel operation of 7.1+4 at 512kbps. 
Complexity and Memory
[bookmark: _Int_yFb65Uhr][bookmark: _Int_C0b9vVO9]IVAS has the following maximum complexity and memory numbers according to [3]: 1003 wMOPS, 840 kWords for encoding and decoding (including rendering). Most operation points are well below those numbers, stereo decoding for example would be at ~40-50 wMOPS and ~115-130kWords. ROM of IVAS is at 505 kWords, which excludes the binaural HRTF/BRIR tables. Note that those numbers will be significantly less than the complexity and memory numbers of the visual component.
Interfaces between Presentation Engine and End Device
For IVAS the interface between presentation engines, assuming IVAS is decoded on the end device, would be the IVAS bit stream, or more generally the connection of the end device to the 5G network. While latency is similar for all operation modes and operation points of IVAS, bit rate and down- and upstream traffic characteristics can quite vary, with IVAS offering operation from 13.2-512 kbps at a frame rate of 50Hz (20ms frames). Two latency values are of interest for QoE:
· algorithmic delay of the codec from encoder to decoder/renderer output, which is in the range of 32-38ms 
· for the specific operation of head-tracked binaural audio the motion-to-sound latency, which is below 20ms for IVAS rendering on 5ms subframes.
Functional requirements on rendering
While IVAS assumes diegetic audio (i.e., allowing head-tracked binaural rendering) for the supported immersive formats beyond stereo, it also supports non-diegetic rendering for one-channel and two-channel audio coding modes. There is no combined diegetic and non-diegetic audio supported for a single IVAS bit stream. IVAS also has limited support for 6-DoF rendering of object-based audio. Room acoustics can be synthesized using reverb parameters. 
Performance
IVAS’ performance will be later documented in the characterization TR. The expected performance is documented in the IVAS-3 P-Doc on performance requirements and fulfillment of those will be part of the report of the listening test results.
With IVAS just being presented it is unlikely that evolution within the same 3GPP Release would yield significant improvements in performance for the operation points IVAS supports with their respective traffic characteristics. On the other hand, ISAR is expected to make other trade-offs of bit rate vs. complexity vs. quality vs. latency for the non-Local Rendering cases, i.e., to offer benefits when the ISAR solutions are used for Distributed and Remote Rendering architectures.
3.		Discussion on Design Constraints and Performance requirements for ISAR
It should be noted that Distributed and Remote Rendering are inherently architectures that involve transcoding, i.e. there is an immersive audio representation that is terminated in the Remote MAF and then processed to have an intermediate representation on the link between capable device and lightweight UE to achieve a similar QoE than in the case of Local Rendering but allowing implementation on devices with less capabilities. For this, the link characteristics must be considered, such as maximum allowed bit rate on the channel and link latency. Assuming the ISAR solutions need to target a range of traffic characteristics (with the then also link-specific devices potentially with their individual constraints), it is evident that no single set of requirements would be able to target all scenarios.
At this point in time there is no good overview of the link characteristics and the associated device constraints to settle on detailed performance requirements, the source however sees the potential to already use the later presented two scenarios together with the architectures to initiate the definition of complexity and memory constraints for ISAR solutions, assuming that ISAR’s benefits would be orthogonal to the benefits offered by the IVAS codec.
Given this diversity, the prerequisite for defining the design constraints and performance requirements would be to identify the link characteristics for each scenario. In the absence of such data, and knowing that the following categorization may lack detail, it is proposed as a first step look at design constraints and performance requirements per scenario and refine those as more details on the links emerge.
Scenario A: Site-local link
[bookmark: _Int_UP521B91]Scenarios with a site-local link could e.g., be based on 5G Sidelink, PINs, Wi-Fi, or Bluetooth. The non-3GPP networks Wi-Fi and Bluetooth use only unlicensed spectrum and are therefore prone to packet collision leading to traffic characteristics that are less stable than what a 5G RAN (Radio Access Network) in licensed spectrum can offer. The short distance between capable and lightweight devices, e.g., in the case of a powerful smartphone and wireless AR glasses, allows links with high throughput (in the range of at least several megabits) while keeping power consumption under control. Also, the latency can be incredibly low in the range of only a few milliseconds but also high to allow robust communication on a congested radio channel (such as unlicensed spectrum), also depending on the system design of the network. The link can be stand-alone or be shared with the video path. Since both the capable and the lightweight device could be assumed to typically be in the possession of the end user, volumes of such devices may be high and thus cost sensitivity might apply to both devices. To offer a benefit over pass-through of IVAS bitstreams to the lightweight device (Local Rendering), solutions should offer a significant benefit to justify the addition of split rendering functionality for Distributed Rendering and Remote Rendering in energy efficiency to enable a service on a wider range of devices than the ones being capable of Local Rendering.
Scenario B: Edge-connected link
[bookmark: _Int_ubvrxEXl][bookmark: _Int_R5lthrrQ]Most of the time the assumption of split-rendering in SA4 was a split across a link between the edge and the UE, where the edge server is part of the operator’s network, and the end user may only have possession of the lightweight UE. The link characteristics would be depending on the provisioning by the network operator and may vary based on e.g., 5QI but may also be affected on behavior of the lightweight UE, such as having bad reception or for mobility use cases. With a cell being a shared channel for multiple users, radio resources may still be precious and thus the trade-off between bit rate and complexity may fall more towards the focus-on-rate side as computing resources can always be extended at a certain cost while radio resources are limited. This results in sensitivity to bit rate, where the pain point is the lowest rate to enable a user with lightweight UE to use a service with a certain QoE. Latency can vary based on 5QI and the resulting scheduling of the gNodeB, but could be as low as a few milliseconds and does not necessarily need to be significantly higher than for a site-local link. Still, in case of OTT or network impairments the latency might increase such that it lowers QoE significantly due to too-high motion-to-sound latency but may then also increase end-to-end latency and result in packet loss that needs to be concealed. 
Complexity and Memory Design Constraints
Since IVAS itself comes at multiple complexity levels, a solution should be less complex when transcoded from IVAS than the IVAS complexity for the operation point IVAS runs at. For example, if complexity of IVAS for HOA3->Binaural is ~699 wMOPS, there should be significant complexity reduction to enable this operation point while providing a comparable QoE than the Local Rendering. On the other hand, if complexity for IVAS decoding and rendering is at 200wMOPS or lower, is it necessary to aim for even lower complexity? Such an IVAS bitstream could be passed-through for decoding and rendering on the end device It should also be noted that memory may have less impact on battery runtime but be a cost-saving factor. Therefore, memory reduction would be desired but might be less crucial from the battery runtime perspective.
ISAR solutions shall provide significant complexity savings and should provide memory savings relative to the highest complexity IVAS modes on the lightweight device. Limits are FFS. 
[bookmark: _Int_ZilHMBZ3]Performance limits for a 5G connected device may be higher due to expected higher power consumption of the radio module. The same principles however as for site-local rendering apply, that ISAR needs to show a benefit over Local Rendering of IVAS, which is more essential at operation points that have a too high complexity to allow implementation of IVAS at the highest levels. Therefore, the complexity design constraint could potentially be the same as for site-local links.
Interfaces between Presentation Engine and End Device
[bookmark: _Int_mjEyuMn5]For ISAR in case of site-local links the interface between presentation engine and lightweight UE would be a local network with high throughput. While 5G Sidelink may impose no constraint at all on bit rate (at least not for the rates audio operates at), Wi-Fi and Bluetooth may serve as a reference what is realistic on unlicensed spectrum. Let us take Bluetooth as an example for operation in unlicensed spectrum to derive link characteristics. Bluetooth can operate at 1, 2 or 3Mbit, while audio codecs for Bluetooth are available that can operate at up to 990 kbps for high fidelity. Higher rates than 990 kbps on Bluetooth are possible, but stability of operation may suffer and thus bit rate needs to be adaptive, including fall back to much lower rates than 1Mbit depending on the channel state. Also the latency may be time-variant, and thus solutions should also be able to adapt.
For ISAR in case of an edge-connected link the interface between presentation engine and lightweight UE would be a 5G network with its related characteristics. To provide a benefit of using ISAR with IVAS over just pass-through of IVAS, the rate increase should be limited.
Therefore, derived design constraints could be:
ISAR solutions shall operate at bit rates between [128kbps] and [3Mbps].
ISAR shall support rate switching.
ISAR shall adapt to dynamic changes of delay on the link between capable device and lightweight UE.
[bookmark: _Int_Dunc39zl]Also, audio frame size is a relevant parameter. LTE and 5G operate on 10ms radio frames. 20ms framing for speech codecs has been the default of the past 20 years, i.e., one audio frame per participant in every 2nd radio frame. 5G also allows low latency communication, the details are FFS. Since frame size also contributes to motion-to-sound latency, and algorithmic delay in general, support for smaller frame sizes than the current 20ms would be desirable. It is thus suggested to also allow smaller frame sizes, divding a 20ms audio frame into two or four subframes of 10ms or 5ms to further reduce the latencies to better make use of 5G channels but also of non-3GPP networks such as Bluetooth.
[bookmark: _Int_dobkw7XI]ISAR should support operation at native frame rates of the transmission system for optimized delivery. ISAR shall support frame durations of [5, 10, 20]ms.
The latency of ISAR should not have a significant impact on the QoE a user perceives when enjoying immersive audio. Usual delay limits for an end-to-end system before delay has a negative impact are in the range of 150-200ms and for motion-to-sound latency in the range of 50ms or slightly more. Since the impact on QoE is not a brick wall characteristic, some additional delay over Local Rendering should be permissible. The additional latency of ISAR is composed of the algorithmic parts, i.e., algorithmic delay, and the parts beyond control of ISAR, such as the link characteristics. It should also be noted that some parts of delay may just arise from framing and would thus just count once, even in case of transcoding. It also matters whether rendering is distributed or remote. In case of remote rendering the additional latency may be more critical as no pose correction is taking place in the lightweight device, while for Distributed Rendering motion-to-sound latency may not be impacted that much since it could be assumed that for head-tracked binaural audio the motion-to-sound latency is equivalent to the one of IVAS rendering which is below one frame (20ms). Some contemporary codecs suitable as the intermediate format for Remote Rendering have an algorithmic delay of 2.5ms – 12ms (neglecting framing). Taking all those parameters into account, ISAR should have an extra algorithmic delay allowance to limit the impact on end-to-end latency if frame sizes are compatible to not contribute further to algorithmic delay significantly.
In the case of remote rendering the additional latency may be more critical for edge-connected links than for site-local links due to potentially large distances and the incurred delay. This effect is negligible under most circumstances, but it may be critical when combined with a not perfectly stable network and retransmissions are required. Those would then ensure a stable connection that in turn contributes to the one-way latency (relevant for end-to-end latency) or count twice for motion-to-sound latency. Whether other factors of edge-connected links are of relevance for algorithmic delay and would lead to different delay requirements is FFS.
ISAR shall have an additional algorithmic delay of at most [2.5-12] milliseconds if operated at the same frame size as IVAS rendering is performed.
Functional requirements on rendering
With rendering happening entirely on the side of the capable device for Remote Rendering, and to a large degree also for Distributed Rendering, functional requirements are FFS. 
Performance
Performance of ISAR is defined by the transcoding behavior. With IVAS being decoded in the capable device and rendered, the addition of ISAR should not have a high impact on the perceived audio quality, regardless of whether it is local-link or edge-link connected. While some loss in transcoding is unavoidable, performance of ISAR when transcoded from IVAS should not be worse than IVAS at the next lower rate.
Audio quality of ISAR with transcoding from IVAS shall be NWT IVAS at next lower rate.
4.	Conclusion
The source presented an initial set of potential design constraints and performance requirements based on analysis of the scenarios. It is proposed to add those requirements to the TR on ISAR as the basis for further discussion.
5.	References
[1] [bookmark: _Int_HEQtWduk][bookmark: _Int_OB0gfkGJ]3GPP TDoc S4-230413: “WID on Immersive Audio for Split Rendering Scenarios”, Dolby Laboratories Inc., Qualcomm Incorporated, AT&T, Philips International B.V., VoiceAge Corporation, Nokia Corporation, Xiaomi, Fraunhofer IIS, Ericsson LM, Huawei Technologies Co., Ltd, Orange, Panasonic Holdings Corporation.
[2] S4-231066: Draft TR 26.865 Immersive Audio for Split Rendering Scenarios; Requirements v0.2.0


