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1. Introduction
SA4 has agreed a feasibility study on Avatars for Real-Time Communication (FS_AVATAR) at its SA4 #124 meeting. Among the objectives of this study is to identify and extract the Avatar-related use cases and requirements as defined in TR 22.856 [1].
2. Use-Cases
2.1 Use case "5.11: IMS-based 3D Avatar Communication" of [1]
The use case describes the end-to-end user experience of the delivered digital representation in the first quoted paragraph and outlines the process steps used to deliver such an experience in the second paragraph. We propose adding this use case to align fundamental assumptions of the avatar experience and gather and compare the necessary process steps for delivering such an experience. 
This use case identifies two fundamental scenarios and one sub-scenario for 3D Avatar Communication by means of the IMS. The intention of the proposal is to fully specify this system in 3GPP, to provide a standard for a new form of media to be used in telecommunication by mobile users. In the terminology of this use case, the avatar is a digital representation of a user, and this digital representation is exchanged (with other media, notably audio), with one or more users as mobile metaverse media.
This use case is timely because the key enabling technologies have reached a sufficient maturity. The key avatar technologies are the means to (1) capture facial and calculate values according to a model, (2) efficiently send both media and model components through a communication channel, both initially and over time, (3) produce media for presentation to a user for the duration of the communication. We anticipate services will be increasingly available in the coming months and years. The current approaches under development are effectively proprietary and they are not integrated with the IMS.

This use case is designed to have significantly constrained data transmission rates compared to video calls, but we believe it could be solution-dependent and might exceed. Therefore, we propose this use case with the intention of studying the required data transmission rates for each solution, without limitations.
An Avatar Call is similar to a Video Call in that both are visual, interactive, provide live feedback to participants regarding their emotions, attentiveness and other social information. They differ in that an Avatar call can be more private - neither revealing the environment where the caller is, nor their actual appearance. An avatar may be preferable to display to one's own face in a call for a number of reasons - a user may not feel presentable, may want to make a specific impression, or may have to communicate when only limited data communication is possible. The key difference between an Avatar Call and a Video Call is that the Avatar Call requires only a very constrained data rate, e.g. 5 kbps, to support.

In this use case, the possible locations of Avatar-related processes and the types of data to be delivered are outlined. In the use case, the UE or 5G network can perform the process of encoding sensor-captured data, which includes facial expressions or gestures of the user. Considering the relevance with the work items being conducted in SA4, we propose adding this use case. For instance, considering MeCAR as a work item related to device and media capabilities, the work item might be extended to include the process steps related to avatar handling, to make the decision on whether the process steps are executed on the UE or the 5G network. Similarly, SR_MSE might be extended to play a role in the discovery and negotiation of whether the network functions supporting the process steps related to avatar processing are available.
In this use case, the UE performs processing of the data acquired by the UE to generate the avatar codec. It is possible to send the acquired data, e.g. video data from more than one camera, uplink so that the avatar codec could be rendered by the 5G network. It is however advantageous from a service perspective to support this capability on the UE. First, the uplink data requirement is greatly reduced. Second, the confidentiality of the captured data could prevent the user from being willing to expose it to the network. Third, the avatar may not be based on sensor data at all, if it is a 'software generated' avatar (as by a game or other application, etc.) and in this case there is no sensor data to send uplink to be rendered.
This use case describes a scenario where one side of a peer-to-peer conversation is a computer agent. Given the advancements in recent conversational services such as chatbots and systems like chatGPT, it is desirable to consider services utilizing computer-actuated avatar representations. From the avatar study perspective, we can consider skeletal animation commands to animate avatar models. The skeletal animation commands can be generated from captured images or computer-generated answers. FS_AI4Media is a relevant study item that might be extended to include the conversion of facial expressions and/or textual descriptions into skeletal animation commands.
ii. Inhabitabilis customer service employs a 'receptionist' named Nemo, who is actually not a person at all. He is a software construct. There is an artificial intelligence algorithm that generates his utterances. At the same time, an appearance is generated as a set of code points using a FACS system, corresponding to the dialog and interaction between Aphrodite and Nemo.

2.2 Use case "5.3 collaborative and concurrent engineering in product design using metaverse services " of [1]
The use case proposes avatar communication among multiple users and various devices that support tactile and multi-modality features. Both IMS DC apps and OTT apps are considered to support these capabilities. Considering the different transport characteristics of multiple channels and the synchronization among such channels, we propose including this use case.
2. Having completed the authentication of the participants, the multimedia communication session/sessions are set up among multiple users as well as the associated devices in the mixed reality systems (e.g. head mounted displays, tactile sensing interfaces, haptic feedback devices, multi-sensational devices). This can be done by means of the IMS (including IMS CN with Data Channel capability) or via OTT applications.
[PR 5.3.6.2-4] The 5G system shall provide a means to synchronize multiple data flows from multiple UEs associated with one user.

This use case also references different Quality of Service (QoS) requirements for each human sense, allowing for deriving various latency requirements for different components of avatar representation.
3. When a session starts, multiple streams are established over the 5G network between the corresponding devices that carry multiple modalities data. Table 5.3.3-1 depicts the typical QoS requirements that have to be fulfilled in order for the users’ QoE to be satisfactory.
Table 5.3.3-1 Typical QoS requirements for multi-modal streams [9] [10] [11] [12] [13]
	
	Haptics
	Video
	Audio

	Jitter (ms)
	≤ 2
	≤ 30
	≤ 30

	Delay (ms)
	≤ 50
	≤ 400
	≤ 150

	Packet loss (%)
	≤ 10
	≤ 1
	≤ 1

	Update rate (Hz)
	≥ 1000
	≥ 30
	≥ 50

	Packet size (bytes)
	64-128
	≤ MTU
	160-320

	Throughput (kbit/s)
	512-1024
	2500 - 40000
	64-128



This use case derives requirements for real-time feedback. Reports on network conditions and achieved Quality of Service (QoS) from the 5G Core Network will be valuable information for avatar codec negotiation and process execution location selection between UEs over the 5G network.
[PR 5.3.6.2-1] The 5G system shall enhance the interaction between IMS CN and 5G CN to allow 5G CN to provide the IMS CN with real-time feedback in support of XR communication among multiple users simultaneously. 
NOTE: 	The feedback can include information such as network condition, achieved QoS. Such information can be used by the IMS CN, for example, to trigger the codec negotiation. 

2.3 Use case "5.16 on virtual store in a mobile metaverse marketplace" of [1]
This use case introduces an avatar call based on video delivery. The content of the video stream from UE1 to the network consists of images captured from the user using multiple cameras, and the content of the video stream from the network to UE2 is a 2D-rendered avatar image. While the profiles of both video streams may be the same, the subsequent media processing processes after reception can vary. For instance, the network transforms the received images into 2D-rendered avatar images, while UE2 performs LSR (Last Stage Reprojection) using the received images. We propose adding this use case to consider the utilization of video communication in various contexts that require distinct processing steps. 
3.1	For this session Humphrey uses one of the Magnificent Muggles registered digital representations. During the session, the terminal sends the audio and video data to the network. The network does the rendering of the digital image based on the voice, facial expression as well as the gesture, then sends to Mrs. Dursley’s terminal. 
1) The body motion or facial expressions of Humphrey are captured at UE1, which is transmitted to the network.
2) With the received information about the user’s motion or facial expressions, the network renders the avatar (the dynamic 3D object).
3) The media data (converted from the 3D object) is then transmitted to the recipient, UE2 of Mrs. Dursley.
4) The video image (with the rendered avatar) is displayed at the screen of Mrs. Dursley’s terminal. 
[image: A diagram of a cloud computing system
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Figure 5.16.3-1: An example of avatar call functional flow (image rendering at the network)
When UEs perform rendering, this use case proposes that avatar models of all call participants need to be made available (i.e., downloaded) on each UE. We suggest adding this use case to consider aspects such as avatar model storage, management (of media aspect), transmission, and processing.
3.2 Mrs. Dursley downloads, from the network, one of her registered digital representations to be used for the XR communication. During the session, the rendering is done at the terminal side. An example of the functional flow from Mrs. Dursley to Humphrey is illustrated in figure 5.16.3-2. Note that in this option the required 3D avatar model needs to be made available at all the recipients (UE1 in this option).
1) The body motion or facial expressions of Mrs. Dursley are captured at UE2, which is transmitted to the recipient via the network.
2) With the received information about Mrs. Dursley’s motion or facial expressions, UE1 renders the avatar (the dynamic 3D object). The video image (with the rendered avatar) is displayed at the screen of Humphrey’s terminal.
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Figure 5.16.3-2: An example of avatar call functional flow (image rendering at the receiving side)

3. Proposal
We propose to adopt the extracted use cases in section 2 as the use cases for the FS_AVATAR study.

4. References
[1] 3GPP TR 22.856, Study on Localized Mobile Metaverse Services
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