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1. [bookmark: _Toc504713888]Introduction
The FS_AVATAR study item has been recently agreed. Identifying and extracting the Avatar-related use cases and requirements from TR22.856 [1] is listed as the first objective of the study.
In this contribution, we list the Avatar-related use cases from the SA1 TR22.856 on “Feasibility Study on Localized Mobile Metaverse Services”.
1. Avatar-related Use Cases
The use cases in TR22.856 are all related to Avatar or based on Avatar as a feature. The list provided here is a selection of a subset of use cases that omits redundant/similar use cases that only exhibit minor differences. The potential requirements are pre-filtered based on their relevance to the FS_AVATAR study and the SA4 scope.
2.1 	Use Case on Synchronized predictive avatars
[bookmark: _Toc120013021][bookmark: _Toc120025139][bookmark: _Toc120025294][bookmark: _Toc120091372][bookmark: _Toc136356618][bookmark: _Toc136857511]2.1.1	Description
In this first use case, three users are using the 5GS to join an immersive mobile metaverse activity. The users Bob, Lukas, and Yong are located in the USA, Germany and China, respectively. Each of the users is served by a local mobile metaverse service edge computing server (MECS) hosted in the 5GS, each of the mobile metaverse servers is located close to the user it is serving. When a user joins a mobile metaverse activity, such as a joint game or teleconference, the avatar of the user is loaded in the MECS of the other users. For instance, the MECS close to Bob hosts the avatars of Yong and Lukas. 
The distance between the users, e.g., the distance between USA and China is around 11640 Km, determines minimum communication latency, e.g., 11640/c = 38 msec. This latency might also be higher due to different causes such as, e.g., hardware processing. This latency might also be variable due to multiple reasons, such as, e.g., congestion or delays introduced by (variable processing time of) hardware components such as sensors or rendering devices. Since this value maybe too high and variable for a truly immersive joint location agnostic metaverse service experience, each of the deployed avatars includes one or more predictive models of the person it represents and that allow rendering in the local edge server a synchronized predicted (current) digital representation (i.e. avatar) of the remote users. Similar techniques have been proposed for example in [28]. 
Figure 5.9.1-1 shows an exemplary scenario in which a MECS at location 3 (USA) runs the predictive models of remote users (Yong and Lukas) and takes as input the received sensed data from all users (Yong, Lukas, and Bob) as well as the current end-to-end communication parameters (e.g., latency) and generates a synchronized predicted (current) avatar digital representation (i.e. avatar) of the users to be rendered in local rendering devices of Bob. A particular example of such scenario might be about gaming: Yong, Lukas, and Bob are playing baseball in an immersive mobile metaverse activity , and it is Yong’s turn to hit the ball that is going to be thrown by Lukas. If Yong hits the ball, then Bob can continue running since Yong and Bob are playing in the same team. In this example, the digital representation (e.g. avatar) predictive models of Lukas and Yong (deployed at the MECS close to Bob) will allow creating a combined synchronized prediction at Location 3 of Lukas throwing the ball and Yong reacting to the ball and hitting the ball so that Bob can start running without delays and can enjoy a great immersive mobile metaverse experience. 
This example aims at illustrating how predictive models can improve the location agnostic service experience in a similar was as in [28]. Synchronized predictive digital representation (e.g. avatars) are however not limited to the gaming industry and can play a relevant role in other metaverse services, e.g., immersive healthcare or teleconferencing use cases. This scenario involving synchronized predictive digital representation (e.g. avatars) assumes to require synchronization of user experiences to a single clock. 

 [image: ]
Figure Example of a joint metaverse experience with synchronized predicted avatar representation.
[bookmark: _Toc49943791][bookmark: _Toc49944504][bookmark: _Toc120013026][bookmark: _Toc120025144][bookmark: _Toc120025299][bookmark: _Toc120091377][bookmark: _Toc136356623][bookmark: _Toc136857516]2.1.2	 SA4 Relevant Potential Requirements
· [PR 5.9.6.1] the 5G system shall provide a means to synchronize the incoming data streams of multiple (sensor and rendering) devices associated to different users at different locations. 
· [PR 5.9.6.3] The 5G system shall provide a means to support the distribution, configuration, and execution of a predictive model associated to a remote user in a local service hosting environment. 

2.2 [bookmark: _Toc120013006][bookmark: _Toc120025124][bookmark: _Toc120025279][bookmark: _Toc120091357][bookmark: _Toc136356603][bookmark: _Toc136857496]Use Case on AR Enabled Immersive Experience
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101][bookmark: _Toc120013007][bookmark: _Toc120025125][bookmark: _Toc120025280][bookmark: _Toc120091358][bookmark: _Toc136356604][bookmark: _Toc136857497]2.2.1	Description
In addition to watching movies at the cinema, people will also choose to watch a movie on their mobile phones, laptops or TVs when they don’t have time to go to the cinema, e.g. when travelling or at home. However, by watching through these terminals, users will feel more or less uncomfortable in the neck or cervical spine because the users always keep their necks down. Moreover, the screen is relatively small; if users want to see more realistic screen details or watch an immersive 3D movie, using these terminals is not feasible. 
[image: A person wearing virtual reality goggles

Description automatically generated]
Figure: AR Enabled Immersive Experience (image source: www.indiegogo.com)
In this use case, users can get an immersive location agnostic service experience of watching movies in certain circumstances, such as at home or on the train. They can even invite some of their friends to watch a movie at different place simultaneously by wearing a wearable device, such as AR glasses. A large screen like a movie theatre will be presented in the field of vision (FOV) of the wearable device, which not only provides an immersive watching experience like private cinema but also has very low demands on the environment and space of the user's location, 3D cinematic effects can also be easily rendered in the device. 
To achieve an immersive experience location agnostic service through AR glasses, the 5G system is required to provide a reliable transmission of uplink and downlink data and a way for users to synchronize their experience and interact together. In mobility scenarios, e.g., when a user is travelling on the train, the continuity of data transmission also needs to be guaranteed. Moreover, when AR glasses are wireless, the power supply relies on the battery integrated inside the AR glasses. This use case investigates how the 5G system (through direct device connection or NG-RAN) can be used to support UE to establish data connection with the mobile metaverse server. The 5G system can provides services to AR glasses so as to minimize energy consumption in the overall system.
The service dataflows and requirements may differ depending on whether the AR glasses are accessing the service through a direct device connection or NG-RAN. 
[bookmark: _Toc120013012][bookmark: _Toc120025130][bookmark: _Toc120025285][bookmark: _Toc120091363][bookmark: _Toc136356609][bookmark: _Toc136857502]2.2.2		SA4 Relevant Potential Requirements
· [PR 5.7.6-2] Subject to operator policy, the 5G system shall support a mechanism that enables flexible adjustment of communication services based on the type of devices (e.g., wearables), such that the services can be operated with reduced energy utilization.
· [PR 5.7.6-3] Subject to operator policy, the 5G system shall support a means to enable interactive immersive multiparty communications in the metaverse service.
NOTE 2: The multiparty immersive communication (e.g. amongst multiple friends) could be location related or location agnostic.
[bookmark: _Toc120013000][bookmark: _Toc120025118][bookmark: _Toc120025273][bookmark: _Toc120091351][bookmark: _Toc136356596][bookmark: _Toc136857489]2.3 	Use Case on Mobile Metaverse for Immersive Gaming and Live Shows
[bookmark: _Toc120013001][bookmark: _Toc120025119][bookmark: _Toc120025274][bookmark: _Toc120091352][bookmark: _Toc136356597][bookmark: _Toc136857490]2.3.1	Description
The mobile metaverse combines the physical and digital world. Mobile metaverse services have already gained significant attention and will benefit multiple areas, such as gaming, social, medical, industry, transport, and so on [27]. Mobile metaverse services will bring more immersive user experience, which will bring more potential requirements to 5G systems. Among these fields, gaming is considered a pioneer in the development of mobile metaverse services. This use case aims to discuss mobile metaverse services for immersive gaming and live shows.
With the support of 5GS, game players can interact with each other on the cloud or edge server, which may form a digital world we term a mobile metaverse. Figure 5.6.1-1 shows the general idea of this use case. The mobile metaverse service may be deployed at the cloud or edge server for immersive gaming and live shows. When the players are playing a basketball game, they may achieve an immersive experience with their avatars, and the avatars can interact with each other, whether the players are in proximity or non-proximity. Meanwhile, other players in the metaverse can join in this digital world as spectators to watch the live show.
The sensor data obtained by the cloud or edge server may perform coding and rendering to generate the digital representation for immersive gaming and live shows, which may be displayed (as if) on a big screen, and the interactive service data could be exchanged among the players, avatars. Here, sensing data include the physical pose and gestures including movement. For a basketball game, the court and surrounding facilities also can have sensor. The sensor data obtained from these sensors is useful for the metaverse to determine how to perform 3D digital representation of the participants and setting. An immersive user experience could be provided for the players and their audience. The major impact on 3GPP is whether and how 5GS can be used to better utilize the sensor data and achieve immersive experiences of the multiple players.
[image: A diagram of a diagram of a person

Description automatically generated]
Figure: Mobile Metaverse for Immersive Gaming and Live Shows
[bookmark: _Toc136356602][bookmark: _Toc136857495][bookmark: _Hlk101432152]2.3.2	SA4 Relevant Potential Requirements  
· [PR 5.6.6-1] The 5G System shall support the transmission of uplink sensor data transmission and downlink feedback information with stringent requirements on packet delay and bandwidth for real-time interaction.
· [PR.5.6.6-2] The 5G System shall support a mechanism to obtain the location and gestures of the players with stringent requirements on 3D positioning accuracy.
2.3 [bookmark: _Toc120013034][bookmark: _Toc120025152][bookmark: _Toc120025307][bookmark: _Toc120091385][bookmark: _Toc136356631][bookmark: _Toc136857524]Use case of IMS-based 3D Avatar Communication
[bookmark: _Toc120013035][bookmark: _Toc120025153][bookmark: _Toc120025308][bookmark: _Toc120091386][bookmark: _Toc136356632][bookmark: _Toc136857525]2.4.1	Description
This use case identifies two fundamental scenarios and one sub-scenario for 3D Avatar Communication by means of the IMS. The intention of the proposal is to fully specify this system in 3GPP, to provide a standard for a new form of media to be used in telecommunication by mobile users. In the terminology of this use case, the avatar is a digital representation of a user, and this digital representation is exchanged (with other media, notably audio), with one or more users as mobile metaverse media.
An Avatar Call is similar to a Video Call in that both are visual, interactive, provide live feedback to participants regarding their emotions, attentiveness and other social information. They differ in that an Avatar call can be more private - neither revealing the environment where the caller is, nor their actual appearance. An avatar may be preferable to display to one's own face in a call for a number of reasons - a user may not feel presentable, may want to make a specific impression, or may have to communicate when only limited data communication is possible. The key difference between an Avatar Call and a Video Call is that the Avatar Call requires only a very constrained data rate, e.g. 5 kbps, to support.
This use case is timely because the key enabling technologies have reached a sufficient maturity. The key avatar technologies are the means to (1) capture facial and calculate values according to a model, (2) efficiently send both media and model components through a communication channel, both initially and over time, (3) produce media for presentation to a user for the duration of the communication. We anticipate services will be increasingly available in the coming months and years. The current approaches under development are effectively proprietary and they are not integrated with the IMS.
The scenarios considered in this use case are:
1(a). IMS users initiate an avatar call.
1(b). An IMS users initiate a video call, but one (or both) users decide instead to provide Avatar Call representation instead of video representation.
For both 1(a) and 1(b) the goal is to capture sensing data of the communicating users (especially facial data) to create an animated user digital representation (avatar). This media is provided to communicating users as a new teleservice user experience enabled by the IMS.
2. A user interacts with a computer-generated system. Avatar communication is used to generate an appearance for a simulated entity with whom the user communicates.
[image: A screenshot of a video game

Description automatically generated]
Figure: Avatar generation on each UE
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Description automatically generated]
Figure: Text-based Avatar

2.4.2	SA4 Relevant Potential Requirements  
· [P.R. 5.11.6-1]	The IMS shall allow multimedia conversational communications between two or more users providing real time conversational transfer of animated user digital representation and speech data. 
· [P.R. 5.11.6-2]	The 5G system shall support a means for UEs to produce 3D avatar media to be sent uplink, and to receive this media downlink.
NOTE 1:	In some scenarios, avatar media transmission entails a significantly lower data transfer rate than video.
· [P.R. 5.11.6-3]	The 5G system shall support a means for the production of 3D avatar media to be accomplished on a UE to support confidentiality of the data used to produce the 3D avatar (e.g. from the UE cameras, etc.)
· [P.R. 5.11.6-4]	Subject to user consent, the 5G system shall support a means to provide bidirectional transitioning between video and avatar media for parties of an IMS call. 
NOTE 2:	An example where an IMS call could transition to an IMS based 3D avatar call is where the communication performance of one or more parties declines to the extent that video is no longer of sufficient quality or even possibility. In this case, an avatar call between the same parties can replace the video call. 
· [P.R. 5.11.6-5]	The 5G system shall support a means to enable locally generated media (e.g. text or video) of a party to be transcoded before it is rendered for the receiving party.
NOTE 3:	The locally generated media could allow a party to control the appearance of its avatar, e.g. to express behavior, movement, affect, emotions, etc.
NOTE 4:	The transcoding of media enables 3D avatar communication to be supported in scenarios in which UE participating in the IMS call does not support e.g. FACS, encoding avatar media, presenting avatar media, etc.
[bookmark: _Toc120013062][bookmark: _Toc120025180][bookmark: _Toc120025335][bookmark: _Toc120091413][bookmark: _Toc136356659][bookmark: _Toc136857552]2.5	Use Case on Access to avatars
[bookmark: _Toc120013063][bookmark: _Toc120025181][bookmark: _Toc120025336][bookmark: _Toc120091414][bookmark: _Toc136356660][bookmark: _Toc136857553]2.5.1	Description
Mobile metaverse services often involve the use of digital representation (e.g. avatars, which are discussed throughout this use case.) Given different use cases, the data associated with the avatars of a user are generated and stored in different mobile metaverse servers. For example, a user uses life-like avatars for e-commerce and cartoonish avatars for gaming. Network operators enabling users to obtain diverse mobile metaverse services should support avatar management. For example, network operators can leverage their existing connections to extensive mobile metaverse servers and provide access to avatars across these servers acting as a proxy. Compared to the model where two mobile metaverse servers define direct access APIs, the interconnect model described in the use case can utilise the 5G system capability of authenticating and authorizing the third-party entities. 
The advantage of having a central storage of the information related to avatars is that the same avatar could potentially be used in different mobile metaverse services. The information exposed by the central point, i.e. the 5G system, to different mobile metaverse services helps them share and use the same avatar for a user. Users would therefore benefit from using their UE/ mobile access for metaverse services because there are enablers (like this one) that provide consistency between different metaverse services. 
It is noted that the storage location of avatars is subject to service agreement between the operator and the third-party entities, and hence it is out of scope of 3GPP. 
2.5.2	SA4 Relevant Potential Requirements  
· [PR 5.15.6-1] Subject to user consent, operator policy, and regulatory requirements, the 5G system shall be able to store and update the information related to digital representations for a user (e.g. last access time and address).
· [PR 5.15.6-2] Subject to user consent, operator policy, and regulatory requirements, the 5G system shall support mechanisms to expose the information related to the digital representations of a user to a trusted third party.
· [PR 5.15.6-3] Subject to user consent and operator policy, the 5G system shall be able to authorise a trusted third party to use the digital representations of a user.

3 Proposal
We propose to document the content of section 2 in the TR on Avatars.
4 References
[1] 	3GPP TR22.856, Feasibility Study on Localized Mobile Metaverse Services
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