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1 Introduction 
This paper is a merger of proposed contributions in S4-231337 and S4-231366 presented in a previous session of this meeting. This merged paper resolves the overlapping changes as suggested in S4-231337 and S4-231366 . The proposals pertain to resolving some ENs left for further decision in TR 26.812 v0.5 [1].
We provide definitions for pose prediction error and FoV prediction error in ViewerPosePredictionErrorSet in clause 6.3.5 and propose to remove the EN therein.
Further, we propose to remove the ENs in clause 6.3.2 based on the analysis in this paper and also discuss whether the subjective test part is needed.
2 Discussion of ENs in TR 26.812
2.1 Scene startup latency and Interaction latency
For Scene startup latency and Interaction latency QoE metric, there is an EN on how to monitor the rendering time as shown below. 

Editor’s Note: How to monitor the rendering time is FFS.
In the MeCar PD v8.0.0 [2], pose-to-render-to-photon time is defined as the time used to provide the pose information from the XR runtime to the renderer and the renderer using this pose to generate the displayed media, which can also be called rendering time. The final pose correction to the latest pose may always be done in the XR runtime. It’s also described in the MeCar PD v8.0.0 that render-to-photon time is calculated using predicted displayTime minus startRenderTime. Predicted displayTime can be monitored by the observation point 1, and startRenderTime is defined as the time when the renderer starts to render the scene according to the viewer pose. So, the editor’s note in the clause 6.3.2 can be removed with clarifying the rendering time.
2.2 Pose prediction error representation
For Pose error and time error QoE metric, the definitions of the deviations in Table 6.3.5.2-1 are TBD as shown below. 

Editor’s note: definitions of the deviations in Table 6.3.5.2-1 are TBD.


Pose prediction error can be defined as a set of the position errors and orientation errors between the position and orientation components of the actual and predicted pose information. A position error of two positions may be defined concisely as the Euclidean distance between the two positions. A more verbose definition can be the element wise difference between two positions.  The orientation error between two orientations can be defined in multiple ways. If two orientations are represented as Euler angles, then an average of angular difference between their yaw, pitch and roll components can be a concise representation. While a set of individual differences between the yaw, pitch and roll components can be a more verbose representation.  However, most 3D rendering platforms use quaternion representation of orientation, as such quaternion difference between two orientations can be a more useful metric to represent orientation deviation. The quaternion difference between two orientations Q1 and Q2 can be calculated as Qd = Q2 *conj(Q1) where conj() is the quaternion conjugation operation [2]. A corresponding concise metric could be the geodesic distance between the two orientations [3].  Since both cartesian distance and geodesic distance can be calculated from the more verbose vector distance and quaternion distance representations, it may be useful to use the verbose forms.

Further, for compositing a frame, more than one view may be rendered for a viewer e.g. one for each eye. In OpenXR xrLocateViews is used to retrieve the pose and projection parameters for each view for a display time. It returns an array of XrView structures, the number of structures being dictated by the XrViewConfigurationType value set at the start of the XR session for the primary view. For mono and stereo view types, which are the most common use cases, the values of  XrViewConfigurationType  must be XR_VIEW_CONFIGURATION_TYPE_PRIMARY_MONO and XR_VIEW_CONFIGURATION_TYPE_PRIMARY_STEREO respectively. The current definition of the ViewerPosePredictionErrorSet in table 6.3.5.2-1 does not  enumerate errors for  multiple views. 
Each XrView structure also contains a corresponding FoV structure which represents the FoV as a set of four angles corresponding to left, right, up and down sides of the field of view expressed in radians. It is intuitive to represent the FoV error as difference between the actual and predicted left, right, up and down angle components of the XrView structure. 
2.3  Subjective Assessment

In TR 26.812 v0.5, a set of AR/MR QoE metrics are defined, e.g. Registration latency, Scene startup latency and Interaction latency, Tracking position prediction error, One-way delay and RTT, Pose error and time error, Device related QoE metrics, all of them can be easily observed, so the clause 7 QoE Metrics Subjective Assessment subjective assessment part is not needed for this SI and can be removed.

Editor’s Note: Collaboration with relevant groups or specifications on NWDAF, RRC-based metrics configuration and collection.

3 Proposed Changes

===== CHANGE #1 =====
[bookmark: _Toc138753043]6.3.2	Scene startup latency and Interaction latency

Scene startup latency indicates the time from the application is started until the remote initial AR scene is displayed in the right place of the reconstructed 3D space. For instance, once the AR application is started, an initial AR scene is requested by the client and further sent back to the AR runtime. 
The interaction latency indicates the time from the new AR scene is requested until the remote new AR scene is displayed. For example, when user clicks to request a specific AR object in the front, the AR scene is then requested by the client and further sent back to the AR runtime for rendering and display.
Render to photon time is calculated using predicted displayTime minus startRenderTime. Predicted displayTime can be monitored by the observation point 1, and startRenderTime is defined as the time when the renderer starts to render the scene according to the viewer pose.

Editor’s Note: How to monitor the rendering time is FFS.

These can be observed in the OP-1. This can include following aspects:


Figure 6.3.2-1: Functional structure for AR UE
1)	Optionally, AR scene request sent from the MAF to the remote scene server;
2)	AR scene generation and rendering the remote scene server;
3)	AR scene delivery from the scene server to the MAF;
4)	AR scene rendering and display.
This metric is also available for the local AR/MR experience without network assistance.
	Key
	Type
	Description

	TrackingPositionPredictionErrorSet
	Set
	Set of tracking position prediction error.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time for which the location should be provided.

	
	
	SpacePredictionError
	Set
	The deviation between the actual and predicted space location.



Note that the actual location may not be known in an XR session.


===== END of CHANGE #1 =====

[bookmark: _Hlk143646149]========= CHANGE #2=======
As described in clause 6.2.1.1, a pose can be described by a position and an orientation in space relative to an XR Space.  Viewer Pose Prediction Error QoE metric is defined in the below table 6.3.5.2-1.
Table 6.3.5.2-1: Viewer Pose Prediction Error
	Key
	Type
	Description

	ViewerPosePredictionErrorSet
	Set
	Set of viewer pose prediction errors.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time when the predicted viewer pose is used for.

	
	
	Pose prediction error
	Set
	The deviation between the actual and predicted pose information.

	
	
	FoV prediction error
	Set
	The deviation between the actual and predicted FoV.



	Key
	Type
	Description

	ViewerPosePredictionErrorSet
	Set
	Set of viewer pose prediction errors.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time when the predicted viewer pose is used for.

	
	
	
	view
	Integer
	The view index (0 for left eye and 1 for right eye)

	
	
	
	
	Pose prediction error
	Set
	The deviation between the actual and predicted pose.

	
	
	
	
	
	Position prediction error
	Vector
	Vector distance between the actual and predicted position

	
	
	
	
	
	Orientation prediction
error
	Vector
	Quaternion distance between the actual and predicted position

	
	
	
	
	FoV prediction error
	Set
	The deviation between the actual and predicted FoV.

	
	
	
	
	
	Left error
	float
	Difference between the actual and predicted left angle of FoV

	
	
	
	
	
	Right error
	float
	Difference between the actual and predicted right angle of FoV

	
	
	
	
	
	Up error
	float
	Difference between the actual and predicted Up angle of FoV

	
	
	
	
	
	Down error
	float
	Difference between the actual and predicted Down angle of FOV



Editor’s note: definitions of the deviations in Table 6.3.5.2-1 are TBD.
Note that the actual pose may not be known during an XR session.
The view is an integer value specifying left or right eye. In Open XR this corresponds to view index in XrViewConfigurationProperties and XrCompositionLayerProjection.
As an example, the deviation of actual and predicated pose information can be summarized into a single metirc as formula 6.3-1 . In this formula, DevposPredError means the deviation of actual and predicated pose information. α and β represent the weights of the deviation of position and orientation respectively, the weights may be set based on the implementation or application. PA, PP refer to the actual position and the predicted position respectively, with (x,y,z) indicating their respective Cartesian coordinates , and QA ,QP refer to the actual orientation and the predicted orientation respectively, expressed as unit quaternions and Q-1 indicates the quaternion conjugation operation.
6.3- 1
===== END of CHANGE #2 =====
========= CHANGE #3=======
[bookmark: _Toc119408433][bookmark: _Toc128059561][bookmark: _Toc138753055]

===== END of CHANGE #3 =====
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