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1. [bookmark: _Toc504713888]Introduction
In the ARMRQoE TR [1], the section 6.3.2 defines the two metrics Scene startup latency and Interaction latency. An important stage involved in both metrics is the AR anchoring. 
The concept of AR anchoring has been defined based on trackable and spatial anchor entities to establish the pose of the virtual objects in the user real environment.
Trackable and spatial anchor entities are mentioned in the ETSI Augmented Reality Framework (ARF) Part 2 requirements [2] where Spatial Anchor is named World Anchor
AR anchoring has an impact on the user experience, for example, a virtual object may not be correctly positioned in the user's real environment. New metrics need to be defined to measure the QoE of the AR anchoring.
In this paper, we propose to add a section for QoE metrics related to AR anchoring:
· Background with definitions of Spatial Anchors and Trackables,
· a simple AR anchoring example,
· Impact on existing latencies (initial scene start-up latency and interaction latencies)

We propose to add the Anchor Creation Delay (ACD) metric. We also present a procedure for measuring the metrics implemented with functions from OpenXR.
We also propose to add ETSI (ARF) Part 2 and MPEG-I Scene Description AMD2 to section 2 References.

1. Proposed changes
 
===== CHANGE #1  =====

[bookmark: _Toc135944310]6.3.X	Spatial Anchors and Trackables
6.3.X.1	Background
To establish the pose of the virtual objects in the user real environment, the concept of AR anchoring has been defined based on trackable and spatial anchor entities. 
A trackable [23] is a model of an element of the real world of which features are available and/or could be extracted. Each trackable provides a local reference space in which a spatial anchor pose can be expressed.
A spatial anchor [23] corresponds to a real-world pose, identified using one or more trackables. Each spatial anchor provides a local reference space in which a pose can be expressed.
Figure 6.3.X.1‑1 illustrates an AR anchoring example. A trackable (2D marker type) provides a local reference space. The spatial anchor refers to this trackable, with the pose TRS#1, for accurate positioning relative to the real world. An AR Asset (Virtual chest) is attached to this spatial anchor with the pose TRS#2.
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[bookmark: _Ref141187151]Figure 6.3.X.1‑1:spatial relationships between trackable, spatial anchor and virtual asset

6.3.X.2	Impact on latencies
AR anchoring has an impact on the user experience, for example, a virtual object may not be correctly positioned in the user's real environment.
AR anchoring latencies also directly impacts the scene start-up latency and the interaction latency:
· The initial scene start-up latency corresponds to the sum of the first initialization step delay (fetching content entry point, initialization of the scene manager, retrieval of the scene description file, the Anchor Creation Delay, the delay until the trackable is first detected and the Anchor Detection-to-Render-to-Photon delay in the case of a single spatial anchor for the whole scene.
· The interaction latency corresponds to the Anchor Detection-to-Render-to-Photon latency metric for the first detection of the trackable. After a first detection, the spatial computing function may predict the pose of the trackable even if it is no more tracked, enabling the anchoring, the positioning, and the display of the virtual content (even if the tracking pose prediction error may increase).

6.3.X.3	Retrieval of the AR anchoring information
Once the Scene description file is received by the UE, the scene manager parses the file and retrieves the AR anchoring information required for that AR experience.
The AR anchoring information consists of:
· The different types of trackable to be supported.
· For each trackable, the spatial relationship between the trackable, its related spatial anchor and the virtual content to be anchored.
· Some optional metadata specifying how to handle the AR anchoring process at runtime.
· E.g., displaying or not the virtual content at a default location until the trackable is detected, defining a minimum available space in the user’s real environment to allow the anchoring of virtual content.

For example, the MPEG-I Scene Description AMD2 [24] detailed and specified an extension to carry the AR anchoring information in a glTF file.
From a QoE metric perspective, the most relevant AR anchoring information is the type(s) of trackable(s) required for that AR experience as some types of trackable may not be supported locally in the UE, leading to Cloud or Edge delegation for the spatial computing function for that trackable. This delegation has a direct impact on the configuration and the measurement of QoE metric.
Several spatial anchors may be defined in one scene to anchor different virtual content. The QoE metric should be measured for each spatial anchor.

6.3.X.4 Anchor Creation Delay (ACD)
This metric corresponds to the delay between the time of the spatial anchor creation request and the time when the related XR space (i.e., the frame of reference in which the 3D coordinates are expressed) is created.
6.3.X.4.1	Measurement of the local Anchor Creation Delay
If the type of trackable is supported locally in the UE, this metric is measured at the interface between the XR runtime and the scene manager. It corresponds to the OP-1 Observation Point.
To measure the ACD with the Khronos OpenXR API [22]:
· The ACD start time which corresponds to the time of the spatial anchor creation request i.e., when calling the xrCreateReferenceSpace, xrCreateActionSpace, xrCreateSpatialAnchorFB, xrCreateSpatialAnchorMSFT or xrCreateSpatialAnchorFromPersistedNameMSFT function depending on the type of trackable to support.
· The ACD end time which corresponds to the time when receiving a XR_SUCCESS returned value.

Then the ACD for that spatial anchor = end time - start time

6.3.X.4.2	Measurement of the remote Anchor Creation Delay
In the case of remote spatial computing (i.e., the type of trackable is not supported locally in the UE), it is relevant to measure the ACD metric.
The measurement procedure of the ACD in case of remote spatial computing is provided in Figure 6.3.X.4‑1. 
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[bookmark: _Ref143679913][bookmark: _Ref139908533]Figure 6.3.X.4‑1: The procedure for measuring the ACD with remote XR spatial computing.

1. The UE and the Server configures the spatial anchor creation QoE. A delegation to a XR Spatial Computing server is established for that spatial anchor as the trackable cannot be supported by the UE.
2. The request of the spatial anchor creation is sent by the UE Scene Graph Handler to the XR Spatial Computing Server. A unique spatial anchor identifier (anchor-id) and the anchor-creation-request-time are recorded.
3. The spatial anchor creation request is received by the XR server, and it starts to the creation of the anchor.
4. Once the XR Server has created the spatial anchor, it transmits the acknowledgement to the UE.
5. The Scene manager receives the acknowledgment of the anchor creation and records the anchor-creation-end-RX-time.

Based on this ACD measurement call flow, the UE can measure the ACD as follows:
Then the ACD for that spatial anchor = anchor-creation-end-time – anchor-creation-start-time
The Roundtrip ACD for that spatial anchor = anchor-creation-end-RX-time – anchor-creation-request-time

===== END of CHANGE #1  =====

===== CHANGE #2  =====
[bookmark: _Toc119408421][bookmark: _Toc128059541][bookmark: _Toc135944280]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
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-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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===== END of CHANGE #2  =====


1. Proposal
We propose to include the proposed changes in clause 6.3 to the TR for ARMRQoE [1].
1. References
[1] [bookmark: _Ref141362512]3GPP TR 26.812, “Study on QoE Metrics for AR/MR Services”, v0.5.0, May 2023.
[2] ETSI GS ARF 004-2 v1.1.1 (2021-08), Augmented Reality Framework (ARF), Interoperability Requirements for AR components, systems and services, Part 2 World Storage and AR Authoring functions
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