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[bookmark: _Toc142989047]5	Use Cases
5.1 	UC1: Avatar Communication
	TR22.856 Reference Use Case(s)

	5.11: IMS-based 3D Avatar Communication
5.26 Use Case on IMS-based 3D Avatar Call Support for Accessibility Use Case


	Description:

	This use case is about one-to-one and multi-party communication with spatial audio rendering, where avatars and audio of each participant in avatar call are transmitted and spatially rendered in the direction of their geolocation. An avatar call is similar to a video call in that both are visual, interactive, provide live feedback to participants regarding their emotions, attentiveness and other social information. Each participant is equipped with display devices (phones, AR glasses, etc.) with external or built-in headphones. 3D audio can be captured and transmitted instead of mono, which leads to enhancements when sharing the audio experience.
A potential user experience for a one-to-one communication is described as a user story:
User B is wearing AR glasses while reading a book before she goes to bed. The display on her glasses indicates an incoming call from User A who is using his phone. User B is in her bedroom and it is late at night. She prefers to maintain the privacy of her room but still wants the answer the call. She decides to take the call as an avatar-based call. The call is initiated and a pre-recorded 3D representation (avatar) of her using a different outfit is rendered on User A's phone. She also has a choice of using a full body or a head-only avatar. The sensors on her glasses detect her heads movement and her avatar is animated accordingly. As the conversation continues, User B needs to take off her glasses and use her phone in handset mode. The transition is seamless, and User A is unaware of it as User B's avatar is now animated through the movement sensors on her phone and she continues to appear attentive from his perspective.
After establishing an avatar call, the information captured by the sensors and cameras on User B's terminal is processed locally to encode and animate her avatar. Alternatively, depending on the terminal's capabilities, the captured information may be transmitted over an uplink to an AS associated with the established session that performs the encoding. In either case, the encoded representation is sent to User A's terminal for rendering either as a 2D video or a 3D avatar. 
Note 1: It is advantageous to process the data acquired by the UE's sensors locally on the UE itself to reduce the uplink data requirements and to preserve the confidentiality of the captured data. 
Note 2: A possible variation of this scenario is a caller interacting with a computer-generated system where an avatar is used to generate an appearance for a simulated entity with whom the user communicates.
A potential use experience in a multi-party scenario is described in the following user story:
User A is taking the train and is running late for his meeting with Mike and Jeff. Mike is working remotely from his home using his HMD, while Frank is using the AR glasses and headphones available in the meeting room at the office. User A has his AR glasses with him, and they are tethered to his phone. User A starts a multi-party call with Mike and Jeff, where each of them gets to see a photo-realistic digital representation (avatar) of the other two rendered on his display. While User A and Frank see an augmented avatar, Mike can see his colleagues' avatars within a virtual meeting room. At some point during the call, User A wants to share the display from his laptop, which is also tethered to his phone, to show the charts for last month's sales. The screen contents are projected in the virtual meeting room that Mike sees on his HMD and are also augmented as an overlay on Frank's glasses. 
The virtual meeting room that Mike is participating in is setup and managed by an AS that is instantiated by the 5G network. Sensor information from the terminals of the participants is sent to the server to generate their animated avatars and the avatars are then sent to User A and Frank's terminals for overlaying and are also included as part of the scene description for the virtual environment that is sent to Mike's terminal.

	Categorization

	

	Preconditions

	· 

	Potential Requirements

	[
· Real time transfer of animated user digital representations and speech data. 
· The ability to generate and decode 3D digital representations (avatars) on the UE to support confidentiality of the data used to produce the 3D avatar.
· Supporting bidirectional transitioning between video and avatar media for the parties in the call (e.g., transitioning to an 3D avatar when the communication performance of one or more parties declines to the extent that video is no longer of sufficient quality or even possible).  
· Supporting the transcoding of locally generated media (e.g., text or video) of a party in the call to before it is rendered for the receiving party (e.g., to express behavior, movement, emotions, etc.).
· The ability to transcode from and to avatar representations (e.g., between text, speech and avatar encoding) to support users with disabilities.

]

	Feasibility

	



5.1 	UC2: Multi-party shared experiences
	TR22.856 Reference Use Case(s)

	5.3 collaborative and concurrent engineering in product design using metaverse services


	Description:

	Avatars can inhabit virtual workspaces or environments, where team members can interact and collaborate on shared projects. Avatars represent team members within the virtual space, allowing for real-time communication, document sharing, and collaborative editing. This facilitates remote collaboration and enables teams to work together as if they were physically co-located.
In this use case, distributed virtual environments (DVEs) allow multiple users from different geographical locations to interact over a network. A DVE is a multi-user virtual reality space that actively support communication, collaboration, and coordination, in which participants are represented by graphical embodiments (avatars) that convey their identity, presence, location, and activities to others. The virtual space facilitates communication, shared exploration of 3D visualizations, and collaborative construction of new content. Users can communicate with each other, and they can interact with other users and with the virtual environment.
Examples of collaborative working scenarios where avatars may be utilized include, but not limited to:
· Co-Creation and Design Collaboration: Avatars enable collaborative co-creation and design in virtual environments. Team members can use avatars to collectively work on projects, such as architectural designs, product prototypes, or 3D models. Avatars allow for real-time interaction with virtual objects, enabling users to manipulate and discuss designs collaboratively.
· Training and Simulations: Avatars can be used for collaborative training and simulations. Team members can assume avatar identities within virtual training scenarios, engaging in collaborative learning experiences. Avatars can represent subject matter experts, trainers, or team members in role-playing exercises, enhancing collaboration and knowledge transfer within a simulated environment.

A potential user experience is described as a user story:
Sarah is working in the engineering office. She has just completed here latest design and wants to demonstrate it to Philippe who is working in the factory. She puts on her HMD and haptic gloves and logs in to her company's office in the metaverse using her credentials. After authentication, she is now in the virtual office space and she rings Philippe, whose video appears on a virtual display. Philippe can see Sarah's avatar on his phone's display. Sarah then asks him to join her in the virtual office to show him what she has been working on and get his feedback. Philippe puts on his HMD and gloves and joins her. Both Sarah and Philippe can now see each other's avatar in the virtual office, where the avatars are seated facing each other across a table. Sarah loads her design from the virtual panel in front of her and a 3D model of the design suddenly appears on the table. Philippe wants to take a closer look at the model, so he leans towards it and picks it up. He is now able to feel the surface of the model and inspect it from different angles and he identifies an issue with one of the parts. They need a third opinion, and they contact Layla from another department, who specializes in this particular function. Layla is only able to join the call her AR glasses and headphones, which are tethered to her phone. Layla joins their meeting, and her avatar appears to Sarah and Philippe in the virtual office. While she is unable to see the complete virtual office. The avatars of Sarah and Philippe, along with the 3D model of Sarah's deign, are overlayed on her glasses display. 



	Categorization

	

	Preconditions

	· 

	Potential Requirements

	[
· Generating and maintaining a shared digital virtual environment.
· User identity management and data security.
· Interoperable representation of avatars
· The ability to access and load pre-generated digital representations.
· Capturing and sending user pose and motion information uplink to the network.
· Visual coding and transmission of avatars.
· Transmission and potentially coding of motion (animation) data. 
· Transmission and coding of sensory information to and from the user body
· Synchronizing multiple data flows from multiple UEs associated with one user.
· QoS requirements that need to be fulfilled in order for the users’ QoE to be satisfactory.

]

	Feasibility

	




5.1 	UC3: Multi-user Gaming
	TR22.856 Reference Use Case(s)

	5.6 

	Description:

	Avatars allow players to express their individuality, represent themselves in virtual worlds, and engage in multiplayer interactions. They enhance the visual aspect of gaming and create a more immersive and engaging player experience. A few examples are listed here below:
· Player Representation: Avatars allow players to create digital representations of themselves within games. Players can customize their avatars' appearance, clothing, and accessories to reflect their preferences and identities. Avatars serve as the virtual embodiment of players, enabling them to navigate and interact within the game world.
· Immersive Gaming Experience: Avatars enhance immersion in gaming by providing a visual representation of the player within the game environment. Players can see their avatars perform actions, movements, and interactions in real-time. Avatars contribute to a sense of presence and agency, making the gaming experience more immersive and engaging.
· Personalization and Progression: Avatars can be customized and upgraded as players progress in games. Players can unlock new customization options, abilities, or items for their avatars as they achieve milestones or complete in-game challenges. Avatars evolve alongside players, reflecting their progress and accomplishments.
· Competitive E-sports: In e-sports, avatars are used to represent players or teams in competitive matches. Players control their avatars during tournaments or matches, showcasing their skills and strategies. Avatars serve as the visual representation of players' actions, making e-sports broadcasts more engaging and visually appealing.
· Virtual Reality (VR) Gaming: In VR gaming, avatars play a crucial role in providing a virtual presence for players. Avatars represent players within the virtual environment, mimicking their movements and actions. VR avatars enhance the feeling of immersion and embodiment, making the VR gaming experience more realistic and interactive.

In this use case, a metaverse mobile gaming service is deployed in the cloud or on an edge server for providing an immersive gaming experience where the players can interact with each other over the 5GS. Players are represented by their avatars and are able to communicate with each other whether they are in close proximity or not. Moreover, the players can interact with each other as well as with other objects in the game's virtual world. This interaction may also wearables that the users have on their hands and bodies which provide haptic feedback in response to actions and interactions that the users are part of. In some gaming scenarios, other participants may also be allowed as spectators where their avatars are rendered as members of the audience in the virtual environment of the game. 
The terminals of the participants are equipped with sensors and cameras and are connected to control devices to capture their movements and interactions. The captured sensing data are sent to the cloud or the edge server which use this information for coding and rendering to generate the digital representations (avatars).
Some avatars may not be user controlled but they are software agents controlled by the game engine.
A potential user experience is described as a user story:
User B logs in to the metaverse from her living room using her HMD and starts an online shooting game. She is using the controllers connected wirelessly to the HMD to play the game and she is wearing a haptics body suit. A session is established between her HMD and the game server in the network, and she can now select the game mode. She selects a multi-player mode and invites User C and User D to join her. User C and User D are using AR glasses tethered to their phones to join the game and are able to see User B's, as well as each other's, avatar augmented to their surroundings. They opt for using hand gestures to play the game. A fourth avatar, User A, controlled by the game engine appears in each of the player's displays. User B teams with User C while User D and User A are assigned as an opposing team. At some point during play, User B senses a vibration in her body suit and she realizes that her avatar was hit in the game.

	Categorization

	

	Preconditions

	· 

	Potential Requirements

	[
· Monitoring and sufficient access controls to ensure age-appropriate content.
· Support the transmission of uplink sensor data transmission and downlink feedback information with acceptable packet delay and bandwidth for real-time interaction.
· The ability to obtain the location and gestures of the players with reasonable 3D positioning accuracy.
· Low latency for interaction and motion data transmission and for rendering. 
· Minimizing the asynchrony between different modalities (audio, visual, and tactile) to maintain good QoE. The synchronization thresholds are described in [Ref. 49 in TR 22.856]. The obtained results vary, depending on the kind of stimuli, biasing effects of stimulus range, the psychometric methods employed, etc.
· audio-tactile stimuli: 12 ms when the audio comes first and 25 ms when the tactile comes first to be perceived as being synchronous.
· visual-tactile stimuli: 30 ms when the video comes first and 20 ms when the tactile comes first to be perceived as being synchronous.
· audio-visual stimuli: 20 ms when the audio comes first and 20 ms when the video comes first to be perceived as being synchronous.
· KPI requirements related to the potential requirements [1]:
· end-to-end latency: [5~20] ms
· service bit rate (user experienced data rate): [1~1000] Mbit/s
· positioning accuracy: < 1 m
]


	Feasibility

	



5.1 	UC4: Avatar CaptureGeneration, Storage, and Access
	TR22.856 Reference Use Case(s)

	5.13 Use Case on Digital Asset Container Information Access and Certification
5.15 Use Case on Access to Avatars
5.16 Use Case on Virtual Store in a Mobile Metaverse Marketplace

	Description:

	For avatar services, users need a digital representation to represent themselves. Digital representations may be generated by the service provider, and can be created using an app installed on the user's device or by functions provided by the 5G network.
When a digital representation is generated on a user's device, it may be pre-uploaded and stored in the network or transmitted to the other party via the network before the start of avatar service.
Users may update the digital representation they have stored in the network or transmitted to others.

User A wants to engage in an AR avatar service/experience with User B and C in User A's living room. To do this, User A installed an avatar service app a few days ago and followed the app's instructions to capture videos of neutral expressions, smiling expressions, and reading scripts to create User A's digital representation. Upon pre-checking before using the avatar service, User A confirmed that the digital representation could perfectly represent User A's facial expressions and body gestures.

The avatar service app recommended pre-uploading the digital representation, taking its size into account, and User A accepted this recommendation.

User A initiated an avatar service use case (e.g. UC 1, 2, or 3) with User B and C, both of whom also accepted and joined the service, and soon appeared in User A's living room.

During the avatar service, User A noticed some awkwardness in one of User A's hands and instructed the app to update that part. The app captured the hand again, and the network updated the digital representation in real-time, providing the updated digital representation to User A, B, and C simultaneously.


	Categorization

	

	Preconditions

	· 

	Potential Requirements

	[
From SA1:
· [PR 5.15.6-1] Subject to user consent, operator policy, and regulatory requirements, the 5G system shall be able to store and update the information related to digital representations for a user (e.g. last access time and address).
· [PR 5.16.6.2-1] Subject to user's consent, the 5G system shall support mechanisms to securely register, store and update the digital assets for a user.	

Re-written
· Support the generation (by the UE and/or network media functions) of a user’s digital representation(s) captured from the user (e.g., RGB or RGB-D video/images, etc.).
· Support discovery and negotiation to determine the availability of the network functions supporting the media processes related to avatar processing (e.g., generation, storage, AI-based animation generation, etc.).
· Support the uplink, storage, transmission, and update of a user's digital representation while ensuring the consistency of the components of the digital representation.
]

	Feasibility

	



