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[bookmark: foreword][bookmark: _Toc133303909][bookmark: _Toc139015216]Foreword
[bookmark: spectype3]This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc133303910][bookmark: _Toc139015217]Introduction
[Editor’s note: Needs to be rephrased]
The immersive Real-Time Communication (iRTC) supports a set of features that enable a wide variety of immersive real-time media applications. For capturing media signals in more dimensions than 2D video or mono audio, outputs from multiple cameras and microphones, and the sensors are described. iRTC uses WebRTC with a modular protocol stack as transport, which is integrated into 5G systems, such that applications in need of QoS or other support can receive the necessary services from the network. 3GPP or other SDO’s specifications are referred when necessary.



[bookmark: scope][bookmark: _Toc133303911][bookmark: _Toc139015218]1	Scope
The present document …
[bookmark: references][bookmark: _Toc133303912][bookmark: _Toc139015219]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x2]	W3C Recommendation: "WebRTC 1.0: Real-Time Communication Between Browsers".
[x3]	IETF RFC 7478 (2015): "Web Real-Time Communication Use Cases and Requirements".
[x4]	3GPP TS 26.119: "Media Capabilities for Augmented Reality"
[x5]	3GPP TS 26.506: "5G Real-time Media Communication Architecture (Stage 2)"
[bookmark: _Hlk117174644][x6]	3GPP TS 26.522: "5G Real-time Media Transport Protocol Configurations".
[x7]	3GPP TS 26.114: " IP Multimedia Subsystem (IMS); Multimedia Telephony; Media handling and interaction".
[bookmark: _Hlk132915864][x8]	IETF RFC 8825 (2021): "Overview: Real-Time Protocols for Browser-Based Applications".
[x9]	IETF RFC 8835 (2021): "Transports for WebRTC".
[x10]	ITU-R Recommendation BT.601-7 (03/2011): "Studio encoding parameters of digital television for standard 4:3 and wide screen 16:9 aspect ratios".
[x11]	Microsoft: "Microphone Array Geometry Descriptor Format".
[x12]	Apple: "Getting Raw Accelerometer Events".
[x13]	Google: "Sensor Coordinate System".
[x14]	3GPP TS 36.323: "Evolved Universal Terrestrial Radio Access (E-UTRA); Packet Data Convergence Protocol (PDCP) specification".
[x15]	3GPP TS 37.324: "Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Service Data Adaptation Protocol (SDAP) specification".
[x16]	3GPP TS 38.300: "NR; NR and NG-RAN Overall description; Stage-2".
[bookmark: _Hlk132915633][x17]	3GPP TS 38.331: "NR; Radio Resource Control (RRC); Protocol specification".
[x18]	3GPP TS 23.003: "Numbering, addressing and identification".
[x19]	IETF RFC 8829 (2021): "JavaScript Session Establishment Protocol (JSEP)".

[bookmark: definitions][bookmark: _Toc133303913][bookmark: _Toc139015220]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc133303914][bookmark: _Toc139015221]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc133303915][bookmark: _Toc139015222]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc133303916][bookmark: _Toc139015223]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
3DoF	Three Degrees of Freedom
6DoF	Six Degrees of Freedom
API	Application Programming Interface
AR	Augmented Reality
DRB	Data Radio Bearer
DTLS	Datagram Transport Layer Security
FFS	For Further Study
FoV	Field of View
HMD	Head-Mounted Display
HTTP	Hyper-Text Transfer Protocol
ICE`	Interactive Connectivity Establishment
IMU	Inertial Measurement Unit
iRTC	Immersive Real-Time Communication
LIDAR	Light Detection and Ranging
MR	Mixed Reality
MNO	Mobile Network Operator
NAT	Network Address Translation
OTT	Over-The-Top
RGB	Red-Green-Blue colour space
RGBD	Red-Green-Blue-Depth
RTC	Real-Time Communication
RTP	Real-time Transport Protocol
SCTP	Stream Control Transmission Protocol
SDO	Standards Developing Organization
SLAM	Simultaneous Localization And Mapping
SRTCP	Secure Real-time Transport Control Protocol
SRTP	Secure Real-time Transport Protocol
SSE	Server-Sent Events
STUN	Session Traversal Utilities for NAT
TLS	Transport Layer Security
ToF	Time of Flight
TURN	Traversal Using Relays around NAT
WebRTC		Web Real-Time Communication
XHR	XMLHttpRequest
XR		Extended Reality


[bookmark: _Toc133303917][bookmark: _Toc139015224]4	Procedures for real-time media communication
4.1	General
Editor’s Note: equivalent with 5.2 of TS 25.51x and 4.2 of TS 26.512 (list of relevant APIs)
[bookmark: _Toc143713046]4.2	Procedures for media session handling
4.2.1	Provisioning (RTC-1) procedures
Editor’s Note: refer to 5.3 of TS 26.51x.
4.2.2	Network media session handling (RTC-3, RTC-5) procedures
Editor’s Note: refer to 5.4 of TS 26.51x
4.2.3	UE media session handling (RTC-6) procedures
Editor’s Note: refer to 5.5 of TS 26.51x.
4.3	Procedures for media content and signalling transport
4.3.1	Media-centric transport (RTC-4) procedures
Editor’s Note: both RTC-4s and -4m to be specified
4.3.2	UE media delivery (RTC-7) procedures
Editor’s Note:.RTC-7 is an internal interface. Can be removed if not required

5	Provisioning interface (RTC-1)
Editor’s Note:. refer to TS 26.51x

6	Media hosting interface (RTC-2)
Editor’s Note:. Just for placeholder (related discussion ongoing in FS_eiRTCW). Not specified in this release

7	RTC AS to RTC AF interface interface (RTC-3)
Editor’s Note:.Presumably, not specified within this release. Refer to TS 26.51x, if required

8	Media-centric transport interface interface (RTC-4)
Editor’s Note:.resource structure and data model for RTC-4,

9	Control transport interface interface (RTC-5)
Editor’s Note:. refer to TS 26.51x

10	Client API (RTC-6)
Editor’s Note:.resource structure and data model for RTC-1, refer to TS 26.51x

11	Client interface (RTC-7)
Editor’s Note:.internal interface and not exposed


4	System description
[bookmark: _Toc133303918][bookmark: _Toc139015225]4.1	High-level architecture
The immersive Real-Time Communication (iRTC) system is designed based on the 5G-RTC General Architecture specified in [x5]. Figure 4.1.x illustrates the high-level view of the iRTC system that uses 5G-RTC AF and AS for realizing the services. 5G-RTC AF and AS provide the Control Plane (C-Plane) functionalities for setting up and controlling media and data sessions (U-Plane). The functionalities depend on supported scenarios of collaboration, which are described in [x5]. iRTC system shall support at least one scenario.


Figure 4.1.x: High-level architecture showing two iRTC clients in terminals.
NOTE 1:	Only 5G-RTC AS exists in the media/data path.
NOTE 2:	5G-RTC AF and AS are provided by MNO or 3rd party, depending on adopted collaboration scenarios.
NOTE 3:	Operator B is depicted for collaboration scenario 4. In other collaboration scenarios, "Operator B" is replaced with "Operator A", and the boxes representing the same functionality can be provided by an operator.
[bookmark: _Toc133303919][bookmark: _Toc139015226]4.2	iRTC client in terminal
[bookmark: _Hlk116995970]

The functional components of a terminal including an iRTC client using 3GPP access are shown in figure 4.2.x. The scope of the present document is to specify the handling and interaction of media and data, which includes their capture and generation, pre/post-processing, and compression. Transport of media and data consists of the encapsulation of the coded media and data in one or more transport protocols, which is shown in figure 4.2.x as the "packet-based network interface" and is illustrated in more detail in the user-plane and control-plane protocol stacks shown in figure 5.5.x.


Figure 4.2.x: Functional components of a terminal including an iRTC client using 3GPP access












The 3GPP Layer 2 protocol to be interfaced with iRTC client is PDCP [x14] for EPC and SDAP [x15] for 5GC, which is used on top of PDCP as shown in clause 4.4.1 of [x16]. It is assumed that the SDAP would be configured without header for both directions in the typical iRTC cases, effectively interfacing with PDCP, as SDAP header would be needed only when more than one QoS flows are multiplexed in a DRB or reflective mapping is enabled. An architecture for XR baseline client can be found in [x4].
NOTE 1:	Functional components in the grey box, except audio and video pre/post-processors, are within the scope of present document, which also specifies output formats of sensor, microphone, and camera.
NOTE 2:	In certain codec types, e.g., avatars, at least the decoders need to be personalized with the information of those who will participate in the communication before or during session setup.
NOTE 3:	Device information is assumed to be stored in the UE and loaded to the iRTC client during session setup.
NOTE 4:	The iRTC client may exchange media and data with external devices tethered over wired links such as USB-C, 3GPP PC5 [x17], or non-3GPP radio access technologies such as Wi-Fi or Bluetooth.
NOTE 5:	Text can be entered via user interface, typically available on display.
[bookmark: _Toc133303920][bookmark: _Toc139015227]4.3	Web real-time communication
The iRTC client supports a subset of WebRTC, which enables real-time communication via application programming interfaces (APIs), supporting audio, video, and generic data to be sent between peers [x2]. Functionalities of WebRTC are available as JavaScript APIs for browsers, and libraries for applications [x8]. Information on use cases and requirements of WebRTC can be found in [x3].
[bookmark: _Toc133303921][bookmark: _Toc139015228]512	Functional componentsProtocols of real-time media communication
[bookmark: _Toc133303922][bookmark: _Toc139015229]512.1	General
An iRTC client in terminal requires the following functional components for supporting immersive real-time media including 3D video and spatial audio as well as conventional real-time media including 2D video and mono audio.
[bookmark: _Toc133303923][bookmark: _Toc139015230][bookmark: _Hlk116999337]5.2	Audio
[bookmark: _Toc133303924][bookmark: _Toc139015231]5.2.1	Microphone
An iRTC client in terminal can be connected to one or more microphones. The outputs of microphones are audio samples in 16-bit uniform Pulse Code Modulation (PCM) format. An iRTC client or audio infra may identify the direction of each microphone with a coordinate system described in figure A.1.x and table A.1.y.


[bookmark: _Hlk129534891]Figure A.1.x: Microphone array coordinate system
MicrophoneType, whose default value of 0 indicates an omni-directional microphone, identifies the microphones when other types are used. How to assign a value to each microphone type is left to the discretion of the implementation.
	Parameter
	Unit
	Definition
	Note

	Yaw (𝛹)
	int
	Direction angle
	-31416 < 𝛹 ≦ 31416

	Pitch (𝛳)
	int
	Elevation angle
	-31416 < 𝛳 ≦ 31416

	Roll (𝛷)
	int
	Rotation angle
	-31416 < 𝛷 ≦ 31416

	MicrophoneType
	int
	A number that uniquely identifies microphone type
	May be used for indicating vendor-defined microphone types



Table A.1.y: Microphone description parameters
NOTE 1:	The coordinate system and two angles, yaw and pitch, are originally defined in [X11] for computers.
NOTE 2:	The positive X-, Y-, Z-axis shown in figure A.1.x correspond to positive Z-, negative Y-, positive Z-axis of a coordinate system commonly used for sensors in mobile operating systems [X12], [X13].
[bookmark: _Toc133303925][bookmark: _Toc139015232]5.2.2	Pre/post-processor
An iRTC client in terminal may pre-process the outputs of microphones before they are input to audio encoders, e.g., for limiting bandwidth or converting the output into spatial audio representations. An iRTC client in terminal may post-process the outputs of audio decoders before they are input to speakers, e.g., for acoustically matching the perceived directions or locations of audio with those of video scenes.
[bookmark: _Toc133303926][bookmark: _Toc139015233]5.2.3	Codec
Audio codecs for the iRTC client in terminal are specified in [x4], [x7].
[bookmark: _Toc133303927][bookmark: _Toc139015234]5.3	Video
[bookmark: _Toc133303928][bookmark: _Toc139015235]5.3.1	Camera
An iRTC client in terminal can be connected to one or more color cameras, and/or to one or more depth cameras. Depth cameras in this document typically consist of infrared projectors and infrared cameras that estimate the depth from measured time-of-flight or distortion of projected patterns. Resolutions and frame rates of the cameras are set to meet available bit-rate, complexity, storage, or nature of applications.
The output formats of color cameras, in the form of Y, CR, CB or R, G, B signals, are specified in [x10]. The RGB signals can be input to (2D) video encoders. The output pixel of depth cameras has a value of a 16-bit unsigned number that represents the distance (in millimeters) from the reference point of a depth camera to a point in the captured scene, up to 32.7 meters. The depth signals for a rectangular area (map) can be input to a lossless or lossy encoder, or combined with RGB signals for further processing.
NOTE 1:	With infrared-based depth cameras, measurable distance is typically less than several meters.
NOTE 2:	When the resolutions or aspect ratios of RGB and depth signals differ, the depth signals, whose resolutions are typically lower than those of RGB, can be interpolated to match the RGB signals.
[bookmark: _Toc133303929][bookmark: _Toc139015236]5.3.2	Pre/post-processor
An iRTC client in terminal may pre-process the outputs of cameras before they are input to video encoders, e.g., for limiting bandwidth or converting the outputs into other representations, e.g., point cloud. An iRTC client in terminal may post-process the outputs of video decoders before they are input to displays, e.g., for selecting scenes within FoV or enhancing perceived video quality through appropriate filtering.
[bookmark: _Toc133303930][bookmark: _Toc139015237]5.3.3	Codec
Video codecs for the iRTC client in terminal are specified in [x4], [x7].
[bookmark: _Toc133303931][bookmark: _Toc139015238]5.4	Sensor
An iRTC client in terminal can utilize the information from sensors for understanding environments, processing captured or received media, or other goals. The information can be locally utilized or transmitted with processed media.
[bookmark: _Toc133303932][bookmark: _Toc139015239]5.3.1	Measure
[bookmark: _Toc133303933][bookmark: _Toc139015240]5.5	Transport protocols
The iRTC client supports transport protocols used in WebRTC, as specified in IETF [RFC8834], including the protocols for interaction with intermediate boxes such as firewalls, relays, and NAT boxes [x9]. Figure 5.51-1.x shows the user-plane (right) and control-plane (left) protocol stack of iRTC client..


[bookmark: _GoBack]Figure 512.51.x-1: Protocol stack for a basic iRTC client
[bookmark: _Toc133303934][bookmark: _Toc139015241]6	Session management
[bookmark: _Toc133303935][bookmark: _Toc139015242]6.1	General
An iRTC client in terminal interacts with operator networks using 5G system, as illustrated in figure 4.1.x, using WebRTC signaling protocols.
[bookmark: _Toc133303936][bookmark: _Toc139015243]612.2	WebRTC signalingsignalling protocol
[bookmark: _Toc133303937][bookmark: _Toc139015244]612.2.1	General
The Simple WebRTC Application Protocol (SWAP) supports collaboration scenario 3 described in [x5].
NOTE:	The signalling protocol which supports collaboration scenario 4 (and applicable to collaboration scenario 3) is specified as a different protocol in future release.
[bookmark: _Toc133303938][bookmark: _Toc139015245]126.2.2	Protocol and version identification
The WebRTC signalling protocol and the version of the protocol shall be determined per WebSocket connection. The WebRTC signalling protocol and the version of the protocol shall be identified by the WebSocket URI for the HTTP upgrade request for WebSocket connection establishment (i.e., the Request-URI of the HTTP request). The WebSocket URI for the HTTP upgrade request shall be consistent with the WebSocket URI structure specified in clause 6.2.3.
The use of "Sec-WebSocket-Protocol" header field is dependent on the WebRTC signalling protocol and the version of the protocol.
[bookmark: _Hlk129340857][bookmark: _Toc133303939][bookmark: _Toc139015246]612.2.3	WebSocket URI structure
WebSocket URI of WebSocket connection for WebRTC signalling protocol message shall be:
{protocolRoot}/<protocolName>/<protocolVersion>
"protocolRoot" shall be a concatenation of the following parts:
-	scheme ("wss")
-	the fixed string "://"
-	authority (host and optional port) as defined in IETF RFC 3986. The host should be represented by the service provider (operator or OTT) specific FQDN (for FQDN examples see clause 28.3.2 in [x18].
-	an optional deployment-specific string (e.g., server prefix) that starts with a "/" character.
"protocolName" shall be protocol-specific string which indicates the name of the WebRTC signalling protocol.
"protocolVersion" shall indicate the version of the WebRTC signalling protocol. The protocol version shall be indicated as the concatenation of the letter "v" and the WebRTC signalling protocol version number. The other fields shall not be included in the URI.
For example, 'v1'.
NOTE:	The "protocolVersion" will only be increased if the new protocol version contains not backward compatible changes.
A URI should not contain a trailing slash, and if it contains one, then it should be ignored/removed.
[bookmark: _Toc133303940][bookmark: _Toc139015247]126.2.4	SWAP	Comment by 이학주/통신표준연구팀(SR)/삼성전자: Need SMART idea not to have 6-depth heading structure!!
[bookmark: _Toc133303941][bookmark: _Toc139015248]126.2.4.1	Protocol and version identification
The SWAP version shall be included in the WebSocket URI path as “/3gpp-swap/v1/".
The present version of SWAP, the Sec-WebSocket-Protocol header field with "3gpp.SWAP.v1" subprotocol identifier shall be included in the HTTP upgrade request.
[bookmark: _Toc133303942][bookmark: _Toc139015249]612.2.4.2	Transport
SWAP protocol shall operate over a full-duplex reliable WebSocket connection between the two endpoints or between an endpoint and a SWAP server. The following figures depict both scenarios.


Figure 6.2.x: Point-to-point SWAP


Figure 6.2.x: SWAP relay
In the former, one of the endpoints shall act as the WebSocket server and listen for the incoming connection request.  The endpoint is not required to support more than one client connection at any point of time. 
When a SWAP server is used, sufficient information shall be provided to facilitate the relaying of the messages from the server to the other endpoint.
[bookmark: _Toc133303943][bookmark: _Toc139015250]126.2.4.3	State machine
The SWAP server maintains state information about ongoing WebRTC sessions. The following state machine reflects the state tracked by the SWAP server.


Figure 6.2.x: SWAP state machine
The SWAP protocol is designed to adhere to the JSON Session Establishment Protocol (JSEP) state machine as defined in [x19]. The JSEP state machine is reproduced in the following figure.
[image: Diagram

Description automatically generated]
Figure 6.2.x: JSEP state machine
SWAP currently does not support preliminary answers in its version 1. Any preliminary answers that are generated by the application will not be sent by the SWAP endpoint. 
SWAP version 1 does not support ICE trickling. The final list of ICE candidates is expected to be part of the initial offer message. The application shall wait for the ICE gathering phase to finish prior to sending the offer to the remote endpoint.
[bookmark: _Toc133303944][bookmark: _Toc139015251]612.2.4.4	Message syntax and semantics
[bookmark: _Toc133303945][bookmark: _Toc139015252]12.6.2.4.4.1	Common message fields
[bookmark: _Toc133303946][bookmark: _Toc139015253]612.2.4.4.1.1	Source (source)
Each message shall carry a unique source identifier that identifies the message source. The source identifier shall be a randomly generated string. The source identifier shall not be changed during the lifetime of a session. 
A SWAP server that detects a change in the source identifier from an endpoint over the same WebSocket connection shall ignore the corresponding message. The source identifier shall at least have 10 UTF-8 characters.
[bookmark: _Toc133303947][bookmark: _Toc139015254]126.2.4.4.1.2	Message Identifier (messge_id)
The message identifier shall be a sequence number for the message. The message identifier is scoped by the source identifier, i.e., it shall be uniquely assigned by the source of the message.
The message identifier shall be a positive monotonically increasing number. 
[bookmark: _Toc133303948][bookmark: _Toc139015255]612.2.4.4.1.3	Message Type (message_type)
The message type identifies the type of the SWAP message. The supported message types in version 1 of the specification are:
-	Register
-	Response
-	Connect
-	Accept
-	Reject
-	Update
-	Close
-	Application.
The message type shall be considered as a case-insensitive string.
[bookmark: _Toc133303949][bookmark: _Toc139015256]612.2.4.4.2	Register message
[bookmark: _Toc133303950][bookmark: _Toc139015257]612.2.4.4.2.1		Description
An endpoint registers with the SWAP server and provides the matching criteria that may be used to match this endpoint with incoming connection requests. 
The register message is not required for the case of a direct connection between the two endpoints.
[bookmark: _Toc133303951][bookmark: _Toc139015258]612.2.4.4.2.2	Parameters
matching_criteria: an object that provides the matching criteria for relaying incoming SWAP messages to their destination. The matching criteria object consists of a type and a value. 
The supported types in this version of the specification are the following:
-	ipv4: The IPv4 address of the target endpoint
-	ipv6: The IPv6 address of the target endpoint
-	fqdn: The FQDN of the target endpoint
-	service: An identifier of a service or an application
-	user: An identifier of the user such as a SIP address, a GPSI, or an MSISDN
-	eas: An EAS identifier
-	app: application-specific matching criteria that is compared using binary or string comparison
-	location: one or more identifiers of a geographic location or area
-	qos: a description of the QoS that is supported by the connection to the endpoint
-	processing: a profile description of the processing capabilities of the endpoint.
The matching criteria may be combined together to further restrict the selection of the target endpoint. If multiple endpoints match all provided criteria, then the SWAP server shall randomly select one of the target endpoints.
An endpoint that registers without providing certain matching criteria, such as qos or processing, shall be deprioritized during the selection process, where the request contains these matching criteria.
[bookmark: _Toc133303952][bookmark: _Toc139015259]612.2.4.4.3	Response message
[bookmark: _Toc133303953][bookmark: _Toc139015260]612.2.4.4.3.1	 	Description
A SWAP server shall respond to every received request with a response message. The response message shall indicate whether the message is acknowledged or erroneous. 
If a message is relayed properly to an endpoint, an acknowledgement message shall be sent to the source endpoint. 
If an error is detected or a target endpoint cannot be identified, the SWAP server shall respond with an error response to the source endpoint.
In addition to the common fields, the response message shall include the request message id. In case of an error response, the message shall contain a textual description of the error.
[bookmark: _Toc133303954][bookmark: _Toc139015261]612.2.4.4.3.2	Parameters
type: the type parameter may either be “ack” or “error”.
target: the identifier of the target of this message, which originated the request message corresponding to this response.
request: the message identifier of the request message that corresponds to this response.
description: in case of an error response, this field provides a description of the error message. In case of an acknowledgement, this description field is optional.
[bookmark: _Toc133303955][bookmark: _Toc139015262]612.2.4.4.4	Connect message
[bookmark: _Toc133303956][bookmark: _Toc139015263]612.2.4.4.4.1		Description
The connect message is used by the source to establish a connection with the endpoint. The request shall include the SDP offer. If connecting via a SWAP server, the request shall include the matching_criteria parameter to identify the target endpoint.
[bookmark: _Toc133303957][bookmark: _Toc139015264]126.2.4.4.4.2	Parameters
offer: a string that includes the SDP description for the offer.
matching_criteria: an array that contains the matching criteria for the target endpoint. Each object shall comply with the definition of a matching criteria as described in clause 6.2.4.4.2.
[bookmark: _Toc133303958][bookmark: _Toc139015265]612.2.4.4.5	Accept message
[bookmark: _Toc133303959][bookmark: _Toc139015266]612.2.4.4.5.1		Description
If the connection request is accepted by the remote endpoint, it shall reply with an accept message. The accept message shall contain the answer SDP.
[bookmark: _Toc133303960][bookmark: _Toc139015267]612.2.4.4.5.2	Parameters
target: This parameter indicates the id of the target endpoint.
answer: This parameter shall contain the answer SDP.
[bookmark: _Toc133303961][bookmark: _Toc139015268]612.2.4.4.6	Update message
[bookmark: _Toc133303962][bookmark: _Toc139015269]612.2.4.4.6.1		Description
The update message may be sent by any of the endpoints of a WebRTC session. It contains the updated SDP, which may add, update, or remove one or more local media streams. If accepted, the remote endpoint shall reply with an accept message.
[bookmark: _Toc133303963][bookmark: _Toc139015270]612.2.4.4.6.2	Parameters
target: This parameter indicates the id of the target endpoint.
sdp: The updated local SDP that is transmitted to the remote endpoint.
[bookmark: _Toc133303964][bookmark: _Toc139015271]612.2.4.4.7	Reject message
[bookmark: _Toc133303965][bookmark: _Toc139015272]612.2.4.4.7.1		Description
In case the remote endpoint does not accept the offer or update message, it shall respond with the reject message. The message shall contain a reference to the corresponding offer or update message as well as a description of the reason why the message was rejected.
[bookmark: _Toc133303966][bookmark: _Toc139015273]612.2.4.4.7.2	Parameters
target: this parameter indicates the id of the target endpoint
request: the message identifier of the request
error_id: an identifier of the error message
description: a description of the error message.
[bookmark: _Toc133303967][bookmark: _Toc139015274]612.2.4.4.8	Close message
[bookmark: _Toc133303968][bookmark: _Toc139015275]612.2.4.4.8.1		Description
The close message may be triggered by any of the two endpoints of a WebRTC session. Upon reception, the endpoint shall respond with an accept message, after which the WebRTC session is torn down and the resources associated with the WebRTC session are released.
[bookmark: _Toc139015276]612.2.4.4.8.2	Parameters
target: this parameter indicates the id of the target endpoint
[bookmark: _Toc133303969][bookmark: _Toc139015277]612.2.4.4.9	Application message
[bookmark: _Toc133303970][bookmark: _Toc139015278]612.2.4.4.9.1		Description
Application-specific message may be defined by the application and exchanged between the endpoints of a WebRTC session. The message shall contain a type that uniquely identifies the type of the application message. If an application message type is not supported, it shall be rejected by the remote endpoint.
[bookmark: _Toc133303971][bookmark: _Toc139015279]612.2.4.4.9.2 	Parameters
target: this parameter indicates the id of the target endpoint
type: the type of the application message shall be a URN that uniquely identifies the application message type. 
value: an object that contains the application message content.
[bookmark: _Toc133303972][bookmark: _Toc139015280]612.2.4.5		Integrity and security
Integrity and confidentiality protection are supported through the protection of the message information as follows:
-	A key derivation mechanism is configured by the application provider to the session participants, e.g., using a shared secret algorithm
-	For integrity protection, the derived key is used to provide integrity protection, e.g., using a Message Authentication Code (MAC) for message payload
-	For encryption, the derived key is used to encrypt the message payload. The encrypted data may then be encoded using base64 to enable embedding it in JSON.
These mechanisms are possible to implement using the WebCrypto API, which makes them web-friendly. Consulting with SA3 on these security algorithms is recommended.
[bookmark: _Toc133303973][bookmark: _Toc139015281]612.2.4.6		JSON schema
The JSON schema of the SWAP messages is follows:
	{
    "$schema": "http://json-schema.org/draft-07/schema",
    "title": "3GPP.SWAP",
    "type": "object",
    "description": "The description of the SWAP messages",
    "properties": {
        "version": {
            "description": "the version of the SWAP protocol",
            "type": "integer"
        },
        "source_id": {
            "description": "A unique identifier of the source", 
            "type": "string"
        },
        "message_id": {
            "description": "the sequence number of the message ",
            "type": "integer"
        },
        "message_type": {
            "description": "the type of the SWAP message",
            "type": "string",
            "enum": ["register", "connect", "response", "accept", "reject", "update", "close", "application"]
        },
        "oneOf": [
            {
                "type": "object",
                "properties": {
                    "matching_criteria": {"type": "string", "enum": ["ipv4", "ipv6", "fqdn", "service", "user", "eas", "app", "location", "qos", "processing"]}
                }
            },
            {
                "type": "object",
                "properties": {
                    "type": {"type": "string", "enum": ["ack", "error"]},
                    "source": {"type": "string"},
                    "request": {"type": "integer"},
                    "description": {"type": "string"}
                }
            },
            {
                "type": "object",
                "properties": {
                    "offer": {"type": "string"},
                    "matching_criteria": {"type": "string", "enum": ["ipv4", "ipv6", "fqdn", "service", "user", "eas", "app", "location", "qos", "processing"]}
                }
            },
            {
                "type": "object",
                "properties": {
                    "answer": {"type": "string"}
                }
            },
            {
                "type": "object",
                "properties": {
                    "source": {"type": "string"},
                    "request": {"type": "number"},
                    "error_id": {"type": "string"},
                    "description": {"type": "string"}
                }
            },
            {
                "type": "object",
                "properties": {
                    "type": {"type": "string"},
                    "value": {"type": "object"}
                }
            }
        ],
        "extensions": {}
    },
    "required": ["version", "source", "message_id"]
}



[bookmark: _Toc139015282]126.2.4.7	Protocol operation
SWAP is an acknowledged signalingsignalling protocol for WebRTC. Each message that the WebRTC signalingsignalling server receives shall be acknowledged after proper processing. This is valid for the case where one of the endpoints acts as the signalingsignalling server. The Response message may also indicate an error, in case the received message can not be processed and forwarded properly. 
The error messages shall be formatted according to the Problem Details specification in RFC7807. The following error message types are defined in this specification:
	Error message type
	Error message title

	http://forge.3gpp.org/sa4/swap/message_unknown.html
	Message type unknown

	http://forge.3gpp.org/sa4/swap/message_malformatted.html
	Message malformatted

	http://forge.3gpp.org/sa4/swap/target_unknown.html
	Target cannot be located

	http://forge.3gpp.org/sa4/swap/unauthorized.html
	Unauthorized



The WebRTC SignalingSignalling Function uses the (source, target) identifier pairs of the communicating endpoints to identify the session and properly route the messages. Note that in the first connect message, the target identifier might not be known; in which case, the routing is done based on the matching criteria.
The source identifier shall be a string that uniquely identifies the source. An example of such identifier may be a randomly generated UUID.
Every message shall contain the common message fields: source, message_id, and message_type. The source field shall always indicate the originator of the current message. A WebRTC signalingsignalling server shall also generate and use a unique identifier.
[bookmark: _Toc139015283]7	Inter-working
[bookmark: _Toc133303975][bookmark: _Toc139015284]7.1	General
[Editor’s note: description of inter-working an iRTC client in terminal with another client connected to 3GPP and non-3GPP networks, including tethering

]
[bookmark: _Toc133303976][bookmark: _Toc139015285]813	Packet-loss handling
[bookmark: _Toc133303977][bookmark: _Toc139015286]813.1	General
[Editor’s note: description of measures for link quality degradation, e.g., in poor channel condition, overloading, etc
specifies methods to handle conditions with packet losses. The audio-visual impact of packet losses can be typically reduced by triggering an adaptation of bit-rate or other parameters, or concealing the effects by interpolating the data of successfully received packets. 
NOTE: As one example, when codecs and protocol stack for an iRTC client in terminal are configured as the user plane protocol stack for an MTSI client as shown in TS 26.114, packet-loss handling and adaptation procedures specified in clauses 9 and 10 of TS26.114 may be re-used]
[bookmark: _Toc133303978][bookmark: _Toc139015287]9	Implementor's guide
[bookmark: _Toc133303979][bookmark: _Toc139015288]9.1	General
[Editor’s note: generic guidelines for configuring & operating an iRTC client in terminal
[bookmark: _Toc101450393]]

[bookmark: _Toc120865026][bookmark: _Toc136506401][bookmark: _Toc133330219][bookmark: _Toc139015289][bookmark: _Toc133303984]Annex A (informative):
RTC client in terminal
Editor’s note: Almost the context here are just moved from main body of old version TS. Thus, all should be re-shaped and further elaborated!
A.1	Overview of high-level RTC architecture
The immersive Real-Time Communication (iRTC) system is designed based on the RTC General Architecture specified in [x5] to handle an immersive media such as AR or XR. Figure 4.1-1 illustrates the high-level view of the iRTC system that uses RTC AF and AS for realizing the services. RTC AF and AS provide the Control Plane (C-Plane) functionalities for setting up and controlling media and data sessions (U-Plane). The functionalities depend on supported scenarios of collaboration, which are described in [x5]. iRTC system shall support at least one scenario.


Figure 4.1-1: High-level architecture showing two iRTC clients in terminals.
NOTE 1:	RTC AS exists in the media/data path depending on the collaboration scenarios.
NOTE 2:	RTC AF and AS are provided by MNO or 3rd party, depending on adopted collaboration scenarios.
NOTE 3:	Operator B is depicted for collaboration scenario 4. In other collaboration scenarios, "Operator B" is replaced with "Operator A", and the boxes representing the same functionalities are provided by an operator.
A.2	Reference RTC client model
The iRTC client supports a subset of WebRTC, which enables real-time communication via application programming interfaces (APIs), supporting audio, video, and generic data to be sent between peers [x2]. Functionalities of WebRTC are available as JavaScript APIs for browsers, and libraries for applications [x8]. Information on use cases and requirements of WebRTC can be found in [x3].
The functional components of a terminal including an iRTC client using 3GPP access are shown in figure 4.2-1. Based on XR Baseline terminal architecture specified in TS 26.119, Media Session Handler and Content delivery protocols are realized as a RTC MSH and WebRTC Framework, as specified in TS 26.506, respectively. Application may be a WebRTC application where C-plane is supported by RTC architecture or Web application (e.g., browser) where WebRTC APIs are involved for peer connection and immersive media delivery. Details of the associated APIs (RTC-6 and RTC-7) are specified in TS 25.5xx. The rest of functional blocks and interfaces are addressed in TS 26.119.


Figure A.2-1: Functional components of a terminal 
[image: ]
Figure A.2-2: Functional components to handle immersive media
NOTE 1:	Device information is assumed to be stored in the UE and loaded to the iRTC client during session setup.
NOTE 2:	The iRTC client may exchange media and data with external devices tethered over wired links such as USB-C, 3GPP PC5 [x17], or non-3GPP radio access technologies such as Wi-Fi or Bluetooth.
NOTE 3:	Text can be entered via user interface, typically available on display.
When a user launches a WebRTC application, a RTC MSH communicates with RTC AF to retrieve configuration information for session establishment. Note that this is exchanged via RTC-5 or alternatively, application-specific signalling function (e.g., collaboration scenario 1) as addressed in Annex A of TS 26.506 [x5]. The configured information is then available to Application and Media Access Function via RTC-6 interface and the Application is ready to deliver an immersive media to the remote endpoint.
The following components are exchanged over WebRTC session.
-	Video component: An iRTC client in terminal can be connected to one or more colour cameras, and/or to one or more depth cameras. The outputs of cameras may be pre-processed (e.g., converting data rates or representation formats) and the pre-processed media may be transmitted to the receiver of remote iRTC client. Then the remote client may post-process before they are input to displays (e.g., scene composition).
Editor’s NOTE : The format and profile for the immersive video will be specified in TS 26.119
-	Audio component: Similarly to video component, one or more microphones can be connected to an iRTC client. The captured audio bitstreams may perform pre-processing and/or post-processing to enhance the immersiveness (e.g., acoustically matching the perceived directions or locations of audio with those of video scenes).
Editor’s NOTE : The format and profile for the immersive audio will be specified by IVAS work outputs.
-	Sensor component: An iRTC client can utilize the information from various sensors for understanding environments, processing captured or received media, or other goals. The information may be locally utilized or transmitted with processed media.
-	Signalling information: An iRTC client shall communicate to WebRTC signalling server to establish peer-to-peer connection. This signalling information is delivered through RTC-4s interface (as specified in clause 4.3.3 of TS 26.506) using WebSocket. Detailed protocol of WebRTC signalling is addressed in clause 5.2.

[bookmark: _Toc120865027][bookmark: _Toc136506402]

A.2.1	Audio
A.2.1.2	Microphone
An iRTC client in terminal can be connected to one or more microphones. The outputs of microphones are audio samples in 16-bit uniform Pulse Code Modulation (PCM) format. An iRTC client or audio infra may identify the direction of each microphone with a coordinate system described in figure A.1.x and table A.1.y.


Figure A.1.x: Microphone array coordinate system
MicrophoneType, whose default value of 0 indicates an omni-directional microphone, identifies the microphones when other types are used. How to assign a value to each microphone type is left to the discretion of the implementation.
	Parameter
	Unit
	Definition
	Note

	Yaw (𝛹)
	int
	Direction angle
	-31416 < 𝛹 ≦ 31416

	Pitch (𝛳)
	int
	Elevation angle
	-31416 < 𝛳 ≦ 31416

	Roll (𝛷)
	int
	Rotation angle
	-31416 < 𝛷 ≦ 31416

	MicrophoneType
	int
	A number that uniquely identifies microphone type
	May be used for indicating vendor-defined microphone types



Table A.1.y: Microphone description parameters
NOTE 1:	The coordinate system and two angles, yaw and pitch, are originally defined in [X11] for computers.
NOTE 2:	The positive X-, Y-, Z-axis shown in figure A.1.x correspond to positive Z-, negative Y-, positive Z-axis of a coordinate system commonly used for sensors in mobile operating systems [X12], [X13].
A.2.1.2	Pre/post-processor
An iRTC client in terminal may pre-process the outputs of microphones before they are input to audio encoders, e.g., for limiting bandwidth or converting the output into spatial audio representations. An iRTC client in terminal may post-process the outputs of audio decoders before they are input to speakers, e.g., for acoustically matching the perceived directions or locations of audio with those of video scenes.
A.2.1.3	Codec
Audio codecs for the iRTC client in terminal are specified in [x4], [x7].
A.2.2	Video
A.2.2.1	Camera
An iRTC client in terminal can be connected to one or more colour cameras, and/or to one or more depth cameras. Depth cameras in this document typically consist of infrared projectors and infrared cameras that estimate the depth from measured time-of-flight or distortion of projected patterns. Resolutions and frame rates of the cameras are set to meet available bit-rate, complexity, storage, or nature of applications.
The output formats of color cameras, in the form of Y, CR, CB or R, G, B signals, are specified in [x10]. The RGB signals can be input to (2D) video encoders. The output pixel of depth cameras has a value of a 16-bit unsigned number that represents the distance (in millimeters) from the reference point of a depth camera to a point in the captured scene, up to 32.7 meters. The depth signals for a rectangular area (map) can be input to a lossless or lossy encoder, or combined with RGB signals for further processing.
NOTE 1:	With infrared-based depth cameras, measurable distance is typically less than several meters.
NOTE 2:	When the resolutions or aspect ratios of RGB and depth signals differ, the depth signals, whose resolutions are typically lower than those of RGB, can be interpolated to match the RGB signals.
A.2.2.2	Pre/post-processor
An iRTC client in terminal may pre-process the outputs of cameras before they are input to video encoders, e.g., for converting the outputs into other representations, e.g., point cloud, or extracting scene information of local space. An iRTC client in terminal may post-process the outputs of video decoders before they are input to displays, e.g., for selecting scenes within FoV based on the extracted scene information or enhancing perceived video quality through appropriate filtering.
A.2.2.3	Codec
Video codecs for the iRTC client in terminal are specified in [x4], [x7].
A.2.3	Sensor
A.2.3.1	General
An iRTC client in terminal can utilize the information from sensors for understanding environments, processing captured or received media, or other goals. The information can be locally utilized or transmitted with processed media, e.g., for aligning spaces in capturing and rendering process.
A.2.3.2	Measure
For applications requiring the dimension of a captured object, e.g., for scaling or recognition, an iRTC client in terminal may measure its dimension, e.g., as a length, or a smallest rectangle or cuboid bounding the object. The dimension can be estimated using the relationship with physical distance and number of captured pixels.
The dimension may be represented with a length, a width, and a height, whose units are integer (in millimeters). How to overlay a rectangle or cuboid on a captured object is left to the discretion of the implementation. Depending on the required frequency of update, the dimension may be captured (and transmitted) periodically or upon request.
Annex A (informative):
[Editor’s note: ]
[bookmark: _Toc133330220][bookmark: _Toc139015290]A.1	General
[Editor’s note: ]


[bookmark: _Toc133330221][bookmark: _Toc139015291] 
Annex B (informative):
[Editor’s note: ]
[bookmark: _Toc133330222][bookmark: _Toc139015292]B.1	General

[Editor’s note: ]
[bookmark: _Toc139015293][bookmark: historyclause]
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