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1. Introduction
The ATIAS work item develops test specifications for objective characterization of terminals for 3GPP immersive services, including conversational services and non-conversational services. Test methods for a capture of multiple acoustic sources [1] have been proposed and included to the ATIAS-1 permanent document [2]. The initial proposals utilize artificial test signal comprising harmonic AM/FM modulated sinusoidal frequency components. The aim of the test signal is to represent human voice in a controllable and mathematically defined manner. However, as the present and future codecs and capture systems are intended to be used with speech, it would be desirable to define a test method for multiple simultaneous sound sources utilizing real speech test signals.
In order to objectively evaluate the capture performance of multiple simultaneous real speech sources, it can be a challenge to find suitable objective metrics. In this contribution possible evaluation metrics for test method with multiple simultaneous sound sources utilizing real speech test signals are investigated.
2. Test method
The proposed test method utilizes similar setup as documented in ATIAS-1 permanent document sections 4.5 and 4.6 [3]. The main difference is w ith the test signal and the analysis metrics. In this section, the test method and the test signal are briefly explained.

2.1 Test setup 
Test setup comprises two loudspeakers in an anechoic chamber. Loudspeakers should be placed such that the directions comply with two of loudspeaker positions in the multichannel loudspeaker setup or with FOA/HOA component directions.
In the figure below, the example setup of 7.1+4 multichannel capture and output is illustrated. For the sake of simplicity, only the horizontal layout of 7 horizontal loudspeakers is illustrated. 
Reference speech signal is the output signal of the loudspeaker 1 at azimuth angle of 0°, and reference speech signal   is the output signal of the loudspeaker 2 at azimuth angle of 90°. Analysis signals  and  are then obtained from the decoded output e.g., from 7.1+4 multichannel signal’s channels 3 and 7, or  X and Y components (channels 4 and 2) of FOA/HOA output, respectively.  
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Figure 1 Test setup. Test signals are output from two different loudspeakers at the certain directions of  multichannel output channels or FOA/HOA components. Acoustic capture is encoded and decoded with IVAS. Analysed signals are obtained from the decoded output channels of corresponding loudspeaker directions of the test setup. Possible cross-channel leakage is illustrated in the decoded output.

2.2 Test signal
The utilized test signals are two real speech signals, as given in the ITU-T recommendation P.501. The test can be made with two male, two female, or with mixed (one male, one female) talkers. In order to distinguish talkers accurately, the speech signals can be separated slightly in time domain, to obtain both single talk and double talk events. This can be achieved by adjusting the time difference of the signals in such a way, that the cross-correlation between speech signals is low within some adjustment window, e.g., 2 seconds time window. By adjusting the speakers to overlap only partly, the analysis can be made more robust, since also single talker scenarios can be evaluated in the same scene. Furthermore, in ITU-T recommendation P.501 section 7.3.5 speech signals for double-talk testing are specified. Whole test signal, or only part of it, could be applied for the test. 
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Figure 2 Visualized test signal comprising overlapping male and female speech.

3. Metrics
In this section, several alternative evaluation metrics for determining accuracy of double talk spatial capture are presented. For analysis, the properties between 
· analysis signal  (decoded MC/FOA output channel corresponding to the direction of r1), 
· analysis signal  (decoded MC/FOA output channel corresponding to the direction of r2), 
· reference signal  (output of loudspeaker 1) and
· reference signal  (output of loudspeaker 2)
are compared. With an ideal capture system, analysis signal should be similar to reference signal , and analysis signal  should be similar to reference signal . Furthermore, similarity between analysis signal  and reference signal  should be low, as well as similarity between analysis signal and reference signal  .
Before the analysis, the captured and decoded analysis signals should be time aligned with the test signals. This can be done, e.g., via finding the maximum cross-correlation between mono summed analysis and reference signals with different time delays.


3.1 Cross-correlation ratio
Cross-correlation between analysis and reference signals are calculated to determine simple time-domain similarity. High cross-correlation between analysis signal  and reference signal  indicates, that the correct speech signal is coded mostly into the correct channel. Cross-correlation coefficient  between discrete signals and  at different time lags  is defined as follows:


As the analysis signals and reference signals should be time aligned before the analysis, the cross-correlation values are calculated only for the time lag  Cross-correlation is then calculated between:
· Analysis signal  and reference signal , 
· Analysis signal  and reference signal , 
· Analysis signal  and reference signal , 
· Analysis signal  and reference signal , 

Plain cross-correlation values can be ambiguous and do not necessarily tell much about the performance. However, the ratio of absolute cross-correlation values between   and  indicates how much more similar analysis signal  is with reference signal  than with reference signal :

Similarly, the absolute ratio between  and  indicates how much more analysis signal  correlates with the reference signal  than with the reference signal .

High cross-correlation ratio implies that the analysis signal is more similar with the intended test signal, than with the other test signal, i.e., the signal from the correct direction is captured more accurately than the signal from the wrong direction.
Requirements for cross-correlation ratio can be formulated with a simple threshold value:



3.2 Coherence ratio
Coherence ratio is a similar metric as the cross-correlation ratio, but it is based on a frame-wise inter-channel coherence between analysis signals and reference signals. The inter-channel coherence value is a normalized similarity index between 0 and 1, where 1 means that the signals are coherent, although potentially with level differences, and value 0 means that the signals are incoherent. Inter-channel coherence between signals and  is defined as follows [4]:

where ,   and . The expectation operation  is typically implemented using a mean or a sum of the samples over a time–frequency area.  and  are time-frequency representations of the signals and  with frequency band  and frame index .
As an example, the inter-channel coherence between analysis signal  and reference signal  is calculated as follows: Short-time Fourier transformations  and  are calculated. ICC is calculated for each frame 

Similarly, frame-wise inter-channel coherences are calculated between:
· Analysis signal   and reference signal  = 
· Analysis signal   and reference signal  = 
· Analysis signal   and reference signal  = 

From the calculated frame-wise inter-channel coherence values, the coherence ratios for each frame are calculated:

The obtained coherence ratio indicates how much more coherent analysis signal  is with reference signal  than with reference signal  within the frame . The same ratio calculation is performed between the coherences of  and :

The overall coherence ratio can be estimated by averaging over all the frames or only for the frames where the speech is estimated to be active. Active speech frames can be simply estimated with e.g., some threshold energy of the frame.
For coherence ratio, the requirements can also be formulated with a threshold value:


3.3 Level difference
In addition to the presented ratio metrics, simple frame-wise level difference can be utilized to approximate the energy content of the analysis signals with respect to the reference signals. In chapter 2, it was suggested that the acoustic scene contains both single talk and double talk events. For the level difference metrics this property can be utilized by calculating level differences for different acoustic scenarios.
At time instances when only one speaker is active, the level difference between the analysis signals should be high in favour of the analysis signal which represents the active talker direction. I.e., at the time instances when only the reference signal  is active, the level of analysis signal  should be significantly higher than the level of the analysis signal  and vice versa when reference signal  is only active. At the time instances when both reference signals  and  are simultaneously active, the levels of analysis signals  and   should be nearly equivalent in average.
Level differences can be calculated, e.g., from the same STFT as utilizing in coherence ratio calculations. Interchannel level difference per frame can be obtained by summing over the frame frequency bins and converting to a decibel scale:


As an example, reference signal   and   can be divided into a frames and active voiced frames can be estimated with e.g., a similar active frame detector as in coherence ratio analysis. Thus, the requirements could be:
Table 1 Requirements for level difference metric. Abbreviation VAD represents utilized active frame detector function.
	Level difference metrics

	Frames where r1 is active and r2 is inactive
	
	

	Frames where r1 is inactive and r2 is active
	
	

	Frames where both r1 and r2 are active
	
	



The overall level differences over the analysed frames can be then obtained by taking the average over the calculated frame-wise level differences.



4. Experiments and results
The proposed metrics were evaluated with experiments. For the experiments, Eigenmike capture in an anechoic chamber was performed. Two small loudspeakers at the azimuth angles of 0° and 90° were utilized as sound sources. Eigenmike captures were encoded and decoded with IVAS candidate codec technology at the bitrate of 512 kbit/s. Encoding was performed for both FOA and MASA signals, which were derived from the Eigenmike captures. Decoded output format was 7.1+4 multichannel signal, and the analysed channels were 3 and 7. The capture/processing path is visualized in Figure 3 below.
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Figure 3 Processing path of the Eigenmike capture
Utilized test signals were real speech signals from ITU-T P.501 Annex C. Two male and two female Finnish speech signals were applied for the test:
· P501_C_finnish_f1_FB_48k.wav
· P501_C_finnish_f2_FB_48k.wav
· P501_C_finnish_m1_FB_48k.wav
· P501_C_finnish_m2_FB_48k.wav
Test signals were constructed in a such way, that the audio scene comprised both single talk and double talk events. This was done by aligning the test signals with a time difference which produced the lowest cross-correlation between the signals within 2 seconds time window. Time-domain representations of Male 1 and Female 1 signals with applied time alignment is illustrated in Figure 4 below.
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Figure 4 Time-domain representation of mixed test signal comprising Male 1 and Female 1 test signals.

All the measurements were done twice, with interchanged channels between the measurements. Results were then averaged over these two measurements.
4.1 Cross-Correlation ratio

Average cross-correlation ratios over two measurements are presented in Table 2 below. For SBA input signal, correlation ratios are well above 2 for all of the measurements. The results indicate that the intended signal is over two times more similar with coded output channel pointing towards the loudspeaker. Furthermore, average ratio over the results is 4.80. 
For MASA input, the ratios are slightly lower. However, most of the ratios are again well above 2, and the average ratio over the results is 2.96. 
In overall, the correlation ratio seems to produce reasonable indication for the capture performance in double talk situation, as the ratios are always favourable for the correct output channel. Difference between the results is probably due to the differences in speech signals, e.g., frequency content of the test signals differs.
Table 2 Results of correlation ratios calculated from the decoded output signal.
	
	
Test signals
	
	

	SBA
	Male 1 and Male 2
	5.85
	2.5

	
	Female 1 and Female 2
	7.32
	4.86

	
	Male 1 and Female 1
	3.91
	4.37

	
	
	
	

	MASA
	Male 1 and Male 2
	2.98
	1.97

	
	Female 1 and Female 2
	4.95
	2.74

	
	Male 1 and Female 1
	2.39
	2.73





4.2 Inter-channel coherence ratio
Overall inter-channel coherence ratios were calculated as proposed in 3.2. For STFT, window length of 1024 samples, and overlap factor of 0.5 was applied. Coherence ratios were calculated for all the STFT windows. Overall coherence ratio was then obtained by averaging the coherence ratios over the frames, which were estimated to be active. For  active frames were estimated from the reference signal , and for  from the reference signal .
The averaged inter-channel coherence ratios can be seen in Table 3. For SBA input, all the coherence ratios are over 4. Furthermore, the average ratio over the SBA results is 5.41. 
For MASA input, most of the coherence ratios are over 4. While the minimum ratio is lower for MASA input than with SBA input, the overall average ratio is higher with MASA (5.44) than with SBA. 
As the coherence takes into account the frequency content of the signals, it is more robust method to evaluate the similarity between analysis and reference signals than correlation which only takes into account time domain similarity.
 
Table 3 Coherence ratios
	
	
Test signals
	
	

	SBA
	Male 1 and Male 2
	4.26
	4.66

	
	Female 1 and Female 2
	5.30
	4.81

	
	Male 1 and Female 1
	7.48
	5.97

	
	
	
	

	MASA
	Male 1 and Male 2
	5.73
	3.89

	
	Female 1 and Female 2
	5.12
	5.17

	
	Male 1 and Female 1
	6.90
	5.80






4.3 Level difference
Level differences were estimated from the analysis signals  and . For the level difference calculations, the signals were divided into 1024 sample frames with overlap factor of 0.5. For each frame the level differences were calculated as suggested in 3.3. Overall level differences were obtained by averaging the level differences over the active frames of a certain scenery. For example, 
· for the “Male 1 active, Male 2 inactive” -case, level difference was calculated over the frames, where reference signal  is only active (e.g., 4.7s – 5.7s in figure). 
· for the “Male 1 inactive, Male 2 active” -case, level difference was calculated over the frames, where reference signal  is only active (e.g., 4s – 4.5s in figure). 
· for the “Male 1 active, Male 2 active” -case, level difference was calculated over the frames, where both reference signal  and  were active (e.g., 1.5s – 2.5s in figure).
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Figure 5 Analysis signals from capture of Male 1 and Female 1 speech signals with VAD output of reference signals .
Experimental results over different talker scenarios and encoder input formats are shown in Table 4 below.

Table 4 Level differences
	
	Test signals
	Active speakers
	Average level differences

	




SBA
	Male 1 and Male 2
	Male 1 active, Male 2 inactive
	

	
	
	Male 1 inactive, Male 2 active 
	

	
	
	Male 1 and Male 2 active
	

	
	
	
	

	
	Female 1 and Female 2
	Female 1 active, Female 2 inactive
	

	
	
	Female 1 inactive, Female 2 active 
	

	
	
	Female 1 and Female 2 active
	

	
	
	
	

	
	Male 1 and Female 1
	Male 1 active, Female 1 inactive
	

	
	
	Male 1 inactive, Female 1 active 
	

	
	
	Male 1 and Female 1 active
	

	
	
	
	

	




MASA
	Male 1 and Male 2
	Male 1 active, Male 2 inactive
	

	
	
	Male 1 inactive, Male 2 active 
	

	
	
	Male 1 and Male 2 active
	

	
	
	
	

	
	Female 1 and Female 2
	Female 1 active, Female 2 inactive
	

	
	
	Female 1 inactive, Female 2 active 
	

	
	
	Female 1 and Female 2 active
	

	
	
	
	

	
	Male 1 and Female 1
	Male 1 active, Female 1 inactive
	

	
	
	Male 1 inactive, Female 1 active 
	

	
	
	Male 1 and Female 1 active
	



The obtained level differences in different conversational scenarios indicate that the correct speaker is coded into the correct output channel corresponding to the direction of the sound source. Only drawback of such level difference analysis is that it does not reveal whether the speech signals are coded correctly at the double talk events. However, it seems that by evaluating all of the proposed metrics, proper performance in double talker situation is very likely obtained.


5. Conclusion
In this contribution, alternative test metrics for assessing spatial capture of two active sound sources with real speech is presented. In addition to previously proposed test methods for multiple simultaneous sound sources, the proposed test method utilizes real speech signals as test signals and introduces possible evaluation metrics to assess the capture performance. 
Based on the conducted experiments, the proposed metrics seem to indicate proper spatial separation of two sound sources. Informal subjective evaluation of the binauralized capture outputs support this conclusion. 
The proposed evaluation methodology is proposed to be included to the ATIAS-1 permanent document. All parties are encouraged to investigate the applicability of suggested method and metrics.
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