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1	Introduction
During the 124th 3GPP SA4 meeting in Berlin, Germany, document S4-230961 raised implementability concerns, primarily related to V3C. The main thrust of the argument was that hardware decoders do not usually guarantee the capability to run multiple simultaneous video decoder instances in parallel and that this capability is not exposed via API.
As device manufacturers, we do not see an issue in running multiple simultaneous video decoder instances in parallel, at least for our devices. As long as the codec properly defines levels that constrain the sample (or pixel) rate, multiple simultaneous video decoder instances may be run in parallel without much additional implementation complexity.
[bookmark: _GoBack]As an example, the OpenIMF framework (“[VPCC][software] Open-source Initiative for dynamic point cloud content delivery,” ISO/IEC JTC1/SC29 WG11 m53349, Online, April 2020, and accompanying open source software) implements V-PCC decoding and reconstruction on several mobile handsets using the reference AMediaCodec framework on Android with no specific optimization. It achieved good frame rates on 2020 mobile handsets even in case of multiple maps. In summary, it is our assertion that most if not all current mobile handsets should be capable of running multiple simultaneous video decoder instances in parallel with perhaps slight additional implementation complexity as long as the levels are properly defined by the codec.  
