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1. Introduction
As described in S2-2302476 at SA2#155, SA2 agreed to introduce support for ECN marking for L4S in clause 5.37 (“Support for high data rate low latency services, eXtended Reality (XR) and interactive media services”) in TS 23.501 [1]. This contribution discusses the usage of ECN marking for L4S over RTP in the context of low latency on XR services for WIs 5G_RTP, iRTCW, FS_eiRTCW. Although all three WIs seem to be related to the topic, it seems to us that if something was to be done to include support of L4S it should be specified in the scope of 5G_RTP (see objectives of 5G_RTP). Furthermore, this contribution discusses an issue on how the UEs or senders receiving feedback related to ECN-marked packets should interpret the “level” of congestion to react to it.

1. Low Latency, Low Loss and Scalable Throughput (L4S) and Evaluation over RTP
2.1		Low Latency, Low Loss and Scalable Throughput (L4S)
L4S (Low Latency, Low Loss and Scalable Throughput) is described in IETF RFC 9330 [2], IETF RFC 9331 [3] and IETF RFC 9332 [4]. [2] describes the L4S architecture. [3] describes the protocol to be used L4S using ECN. [4] describes a framework for coupling the Active Queue Management (AQM) algorithms in two queues intended for the context of L4S.
As for original ECN marking (IETF RFC 3168) [5] the Explicit Congestion Notification (ECN) bits in the IP header TOS octet [5] are used to indicate congestion. However, in [5] such a marking was treated as a signal equivalent to a packet drop, i.e. the sender needed to react to an ECN-marked packet as if a packet drop had happened. 
(clause 5 in [5])
   Upon the receipt by an ECN-Capable transport of a single CE packet,
   the congestion control algorithms followed at the end-systems MUST be
   essentially the same as the congestion control response to a *single*
   dropped packet.  For example, for ECN-Capable TCP the source TCP is
   required to halve its congestion window for any window of data
   containing either a packet drop or an ECN indication.

In L4S (IETF RFC 9330 [2]), such a constraint is relaxed.
(clause 4.1 in [2])
a.  An essential aspect of a Scalable congestion control is the use
       of explicit congestion signals.  Classic ECN [RFC3168] requires
       an ECN signal to be treated as equivalent to drop, both when it
       is generated in the network and when it is responded to by hosts.
       L4S needs networks and hosts to support a more fine-grained
       meaning for each ECN signal that is less severe than a drop, so
       that the L4S signals:

       *  can be much more frequent and

       *  can be signalled immediately, without the significant delay
          required to smooth out fluctuations in the queue.

The sender uses ECN Capable Transport (ECT) codepoints so that the ECT(1)-marked packets are allocated to the L4S-capable queue on the scheduler to be identified and differentiated from the classic queue. The scheduler indirectly signals how congested the queue is by marking packets with the Congestion Experienced (CE) codepoint.
2.2		L4S in 3GPP
In TS 23.501 [1] support has been specified in clause 5.37.3 and is supported in either the NG-RAN (see clause 5.37.3.2 [1] and TS 38.300 [6]), or in the PSA UPF (see clause 5.37.3.3 [1]). When supported in NG-RAN ECN marking for L4S is carried out as specified in TS 38.300 [6].
(clause 12.2 in TS 38.300 [6])
The gNB and the UE support of the Explicit Congestion Notification (ECN) is specified in clause 5 of [27].
Where [27] in the text above refers to [5].
It is asserted that L4S has a different usage as discussed in 2.1 for marked packets than [5]. Therefore, it seems not to be correct to refer to ECN marking specified in [5] as currently in TS 38.300, since packets then should be treated as dropped.
Besides, currently TS 26.114 [12] has some support for ECN as described as follows:
(clause  6.1)
…the MTSI client may negotiate the use of ECN [83] to perform ECN triggered media bit-rate adaptation. An MTSI MGW supporting ECN supports ECN in the same way as the MTSI client in terminal as described in clauses 12.3.3 and 12.7.3.
Where reference [83] in the text above refers to [5].
Also the usage of RTCP feedback and TMMBR as response to CE-marked packets is described in TS 26.114 [12].
(clause  7.3.3)
An MTSI client using ECN for video in RTP sessions may support the RTCP AVPF ECN feedback message and the RTCP XR ECN summary report [84]. If the MTSI client supports the RTCP AVPF ECN feedback message then the MTSI client shall also support the RTCP XR ECN summary report.
NOTE:	This can improve the interworking with non-MTSI ECN-capable peers.
When an MTSI client that has negotiated the use of ECN and TMMBR receives RTP packets with ECN-CE marks, the MTSI client shall send application specific adaptation requests (TMMBR) and shall not send RTCP AVPF ECN feedback messages, even if RTCP AVPF ECN feedback messages were negotiated in addition to TMMBR.
When an MTSI client that has negotiated the use of ECN for video and RTCP AVPF ECN feedback messages receives both application specific requests and RTCP AVPF ECN feedback messages, the MTSI client should follow the application specific requests for perfoming media bit rate adaptation.
Further aspects are specified in TS 26.114 [12], such as in clause 7.5.4 “ECN usage in RTP sessions” and handling of CE-marked packets in clause 10.
However, in order to support properly L4S it should be considered that the handling of CE marking is different, as already mentioned before, than what was specified in [5].
In addition, currently in TS 23.501[1] for both cases NG-RAN and PSA UPF it is stated that marking based on congestion is implementation specific.
(clause 5.37.3.2 [1])
The criteria based on which NG-RAN decides to mark ECN bits for L4S is NG-RAN implementation specific

(clause 5.37.3.3 [1])
How the congestion information is converted to ECN markings is UPF implementation specific
It is asserted that although it is the right thing to allow ECN marking to be done flexibly and should be implementation specific, without knowledge at the end-device of how such a marking has been performed, it is difficult to react to such markings. Note that in [1] a marking MUST be interpreted as a packet drop but for L4S markings are more flexible and frequent and are not to be interpreted as equivalent to a packet drop.
2.3		L4S Evaluation over RTP
In the following some experiments have been carried out to evaluate a congestion control algorithm (CCA) that benefits from using L4S. The receiver parses ECN bits in the IP header of the received packets and provides congestion information to the sender via the high-level protocol (e.g., RTCP). With that information, and with the knowledge of how the network device carries out the ECN marking, the sender performs a scalable rate adaptation.
Based on the experimental results of [7], the following sections summarize the performance of a CCA, herein referred to as L4S-CC, compared to Google Congestion Control (GCC) which is the default congestion control on WebRTC. 
2.3.1		Simulation
- Application: cloud-based volumetric video streaming system [8]
- Local network simulator: JENS Linux kernel modules [9]
- Data rate pattern	
	- IETF on Figure 2.3.2-1: IETF-defined pattern (Scale-up and pattern added) for congestion 	control algorithms on interactive streaming in RFC 8867 [10]
	- RealTrack1 and 2 on Figure 2.3.2-1: two real-world pattern tracked from the mobile device 	over Deutsche Telekom 5G
- Metrics
	- Received Rate: average received rate per second [Kbps]
	- Link Utilization: received rate / link capacity [%]
	- Round Trip Time (RTT): Computed from feedback message on RTCP
	- Sojourn Time (ST): Time a packet stayed in the scheduler queue
- ECN Marking Scheme
	- lower threshold: 4ms
	- upper threshold: 14ms
	- e.g., if sojourn time (queuing delay) < 4ms, no packets are CE-marked; if sojourn time = 9ms, 	50% of packets are CE-marked; if sojourn time > 14ms, all packets are CE-marked.
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1 Figure 2.3.1-1 ECN Marking Scheme in Simulation


2.3.2		Results
Figure 2.3.2-1 and Table 2.3.2-1 depicts the comparison results of GCC and L4S-CC with different Packet Delay Variation (PDV) threshold  (L4S(),  =60, 80, 100) in the rate adaptation algorithm [7].  is basically a parameter for L4S-CC indicating the one-way-delay that should not be exceeded during transmission. L4S has a link utilization 2.9% higher than GCC while reacting faster to changing network conditions and reducing the spikes on RTT. For instance, L4S has 99% and 95% percentile of RTT under 30ms and 10ms, and the duration that the sojourn time surpasses a particular value (60, 80, and 100ms) is much lower for L4S.
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2 Figure 2.3.2-1 Received rate and RTT on L4S(80), GCC in three patterns
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3 Table 2.3.2-1 Results on L4S-CC, GCC in three patterns

1. Discussion
As discussed in the previous section there are a couple of aspects to be considered for L4S support in 3GPP and its correct application.
First, currently TS 23.501 [1] states that ECN marking for L4S may be supported in NG-RAN as specified in TS 38.300 [6], which then refers to RFC 3168 [5] that implies that ECN marking shall be done for packets treating them as dropped packets. On the other hand, L4S as discussed previously relaxes such a constraint. 
As such, it is considered that for L4S the reference to TS 38.300 [6] should be removed and instead it should be stated that ECN marking for L4S may be supported in NG-RAN as specified in RFC 9331 [3] and RFC 8311 [11].
Second, in our opinion, similar text as in TS 26.114 [12] for ECN marking in the context of L4S should be specified and in our opinion this could be done for TS 26.522 [13].
Finally, in our assessment, in order to be able to respond accordingly to ECN-marked packets some kind of information should be conveyed to the end-device about how the implementation specific making is carried out. In the experiments shown in section 2.3, the CCA could only be optimized by the knowledge of how the marking of ECN packets is carried out. If the marking was done differently, the CCA should be modified depending on the different marking. 
Therefore, it is considered that working on conveying such information is crucial for being able to make use of ECN marking with L4S.

1. Proposal
If the first aspect is agreed during discussion, it is proposed to work on a CR that updates TS 23.501 [1]. If the second and third aspect are agreed, work should be carried out to specify the usage of ECN in the context of L4S as input of upcoming SA4 meetings.
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Metrics GCC LA4S(60) L4S(80) L4S(100) GCC L4S(60) L4S(80) L4S(100) GCC L4S(60) L4S(80) L4S(100)
Link Utilization 633 64.6 67.7 66.4 38.8 408 412 39 29.1 33 33.8 33.7
RTT Average 9.8 4.1 4.2 4.3 59 3.1 3.1 32 43 2.8 3 29
RTT Percentile 95% 26 9 9 9 27 9 8 8 14 8 9 8
RTT Percentile 99% 116 14 16 16 105 30 28 27 81 20 20 21
Duration ST >60ms 2450 220 240 240 1470 90 150 150 550  none none 10
Duration ST >80ms 1700 200 200 220 1000  none 60 90 260  none none none
Duration ST >100ms 1210 170 170 200 770  none none 30 100  none none none





