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1 [bookmark: _Toc504713888]Introduction
In the previous meeting, Scene startup latency and Interaction latency and Pose error and time error QoE metrics are defined in the TR 26.812 v0.5 [1], but some ENs are left for further decision, which needed to be resolved in this paper. 
In this paper, we propose to remove the ENs in clause 6.3.2 and clause 6.3.5 based on the analysis in this paper and also further discuss whether the subjective test part is needed.
2 Discussion on QoE metrics related issues
1. For Scene startup latency and Interaction latency QoE metric, there is an EN on how to monitor the rendering time as shown below. 

Editor’s Note: How to monitor the rendering time is FFS.
In the MeCar PD v8.0.0 [2], pose-to-render-to-photon time is defined as the time used to provide the pose information from the XR runtime to the renderer and the renderer using this pose to generate the displayed media, which can also be called rendering time. The final pose correction to the latest pose may always be done in the XR runtime. It’s also described in the MeCar PD v8.0.0 that render-to-photon time is calculated using predicted displayTime minus startRenderTime. Predicted displayTime can be monitored by the observation point 1, and startRenderTime is defined as the time when the renderer starts to render the scene according to the viewer pose. So the editor’s note in the clause 6.3.2 can be removed with clarifying the rendering time.
2. For Pose error and time error QoE metric, the definitions of the deviations in Table 6.3.5.2-1 are TBD as shown below. 

Editor’s note: definitions of the deviations in Table 6.3.5.2-1 are TBD.
The pose information is composed of position and orientation, and the position is a three-dimensional vector and the orientation is a four-dimensional vector. The deviation between the actual and predicted pose information can be calculated by comparing the difference between actual position/direction vectors and predicted position/direction vectors. So the editor’s note in the clause 6.3.5.2 can be removed, and an example of how to calculate the deviation of actual and predicted pose is listed.
3. Additionally, for the subjective assessment. In TR 26.812 v0.5, a set of AR/MR QoE metrics are defined, e.g. Registration latency, Scene startup latency and Interaction latency, Tracking position prediction error, One-way delay and RTT, Pose error and time error, Device related QoE metrics, all of them can be easily observed, so the clause 7 QoE Metrics Subjective Assessment subjective assessment part is not needed for this SI and can be removed.

Editor’s Note: Collaboration with relevant groups or specifications on NWDAF, RRC-based metrics configuration and collection.

3 Proposed changes

Change #1 
[bookmark: _Toc138753043]6.3.2	Scene startup latency and Interaction latency
Scene startup latency indicates the time from the application is started until the remote initial AR scene is displayed in the right place of the reconstructed 3D space. For instance, once the AR application is started, an initial AR scene is requested by the client and further sent back to the AR runtime. 
The interaction latency indicates the time from the new AR scene is requested until the remote new AR scene is displayed. For example, when user clicks to request a specific AR object in the front, the AR scene is then requested by the client and further sent back to the AR runtime for rendering and display.
Rendering time is calculated using predicted displayTime minus startRenderTime. Predicted displayTime can be monitored by the observation point 1, and startRenderTime is defined as the time when the renderer starts to render the scene according to the viewer pose.
Editor’s Note: How to monitor the rendering time is FFS.
These can be observed in the OP-1. This can include following aspects:


Figure 6.3.2-1: Functional structure for AR UE
1)	Optionally, AR scene request sent from the MAF to the remote scene server;
2)	AR scene generation and rendering the remote scene server;
3)	AR scene delivery from the scene server to the MAF;
4)	AR scene rendering and display.
This metric is also available for the local AR/MR experience without network assistance.
	Key
	Type
	Description

	TrackingPositionPredictionErrorSet
	Set
	Set of tracking position prediction error.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time for which the location should be provided.

	
	
	SpacePredictionError
	Set
	The deviation between the actual and predicted space location.



Note that the actual location may not be known in an XR session.
End of Change #1 

Change #2 
[bookmark: _Toc138753048]6.3.5	Pose error and time error
[bookmark: _Toc138753049]6.3.5.1	Background
The rendering process may use a predicted pose for rendering. The pose error (the difference between the pose used for rendering and the pose at the actual display time) affects the match can cause motion sickness, although the XR Runtime can mitigate the impact of pose errors to some extent by reprojection. Thus the pose error is a relevant metric for QoE.
The pose error depends on the time error (for a rendered frame, how much the predicted display time is off from the actual display time). The time error can be used as a control knob by the rendering process and the communication network to adjust the respective delays in optimizing the QoE. Therefore, the time error is a relevant metric for QoE optimization.
[bookmark: _Toc138753050]6.3.5.2	Metric description
As described in clause 6.2.1.1, a pose can be described by a position and an orientation in space relative to an XR Space.  Viewer Pose Prediction Error QoE metric is defined in the below table 6.3.5.2-1.
Table 6.3.5.2-1: Viewer Pose Prediction Error
	Key
	Type
	Description

	ViewerPosePredictionErrorSet
	Set
	Set of viewer pose prediction errors.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time when the predicted viewer pose is used for.

	
	
	Pose prediction error
	Set
	The deviation between the actual and predicted pose information.

	
	
	FoV prediction error
	Set
	The deviation between the actual and predicted FoV.



NOTE:	The deviation indicates the difference between actual and predicted pose or FoV information. As an example, the deviation of actual and predicated pose information can be presented as formula 6.3.5.2-1 to be added. In this formula, DevposPredError means the deviation of actual and predicated pose information. α and β represent the weights of the deviation of position and orientation respectively, the weights may be set based on the implementation. p1 and p2 means the actual position and the predicated position respectively, o1 and o2 means the actual orientation and the predicated orientation respectively.


	 	
Editor’s note: definitions of the deviations in Table 6.3.5.2-1 are TBD.	Comment by 作者: 请潘奇看一下这个怎么补充内容来删除这个部分
Note that the actual pose may not be known during an XR session.
End of Change #2 

Change #3 
[bookmark: _Toc119408433][bookmark: _Toc128059561][bookmark: _Toc138753055]7	QoE Metrics Subjective Assessment 
Editor’s Note: Documentation of subjective tests results on XR QoE metrics, if considered relevant.
End of Change #3 

4 Proposal
We propose to agree to include the proposed changes in clause 3 to the TR for ARMRQoE [1].
5 References
[1] 3GPP TR 26.812, “Study on QoE Metrics for AR/MR Services”, v0.5.0, May 2023.
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