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[bookmark: _Toc504713888]1 Discussion
The contribution proposes a set of metadata information communicated between the UE and the network when a first device (UE or Network endpoint) transmits data to a second device (respectively Network endpoint or UE) according to a split configuration.

When a device dynamically selects or reselects the model or a model subset to be executed on an input media segment, metadata may need to be passed alongside the output data to the other device.

2 Proposed changes

--------------------------------------------- Begin change ------------------------------------------------------------------------

[bookmark: _Toc123915351]6.4	Metadata
6.4.1	Distributed/Federated Learning
6.4.2	Split AI/ML operations 
Table 6.4-2-1 shows a set of metadata information communicated between the UE and the network when a first device (UE or Network endpoint) transmits data to a second device (respectively Network endpoint or UE) according to a split configuration.

When a device dynamically selects or reselects the model or a model subset to be executed on an input media segment, metadata may need to be passed alongside the output data transmitted to the other device.


	Metadata category
	Metadata type
	Definition
	Metadata type description (Examples) 

	Split Point information (Information on the selected split point corresponding to output data being sent)

	Split Model identifier
	An identifier of the split model that sends intermediate data. Identifier may be a name, a number, a combination thereof, a hash value. The identifier is defined during the configuration stage.
	Example: Resnet_18, FasterRCNN-X101-FPN  


	
	Split point identifier
	An identifier of the model split point. For example, this can be a layer number. The layer number may belong to limited list or set of identified layer numbers defined at the configuration stage.
	Example: 10, Layer_10, L0-2 at points 75, 90, and 105

	
	Split point layer name
	The layer name just before the model is split or the layer right after the model is split. The convention on whether it is before or after may be defined at the configuration stage. 
	Example: conv2_block1_add


	Output data format 
(Format Information of output data being sent)
	Data type
	The type of output data format. Depending on the split configuration, the type of output data can be media data when the split point is configured to the first layer of the model, result data when the split point is set to the first layer, or otherwise intermediate data when the split point is an intermediate layer. The data type representation or identification (e.g., number) is defined at the configuration stage.
	Example: media, intermediate data, result, or predefined type e.g... 1, 2, 3

	
	Tensor shape
	The tensor shape(s) when the output is intermediate data. Tensor shape is a tuple of positive integers, where the size of the tuple represents the dimension of the tensor, and each value represents the size in each dimension. 
	Example: [1,64,64,64].

	
	Tensor structure information
	The exact underlying tensor structure of the intermediate data tensors including the exact version of it.
	Example: PyTorch 2.0, tensor flow v2.13.0, NumPy v1 .25

	Processing capabilities (Information on processing capabilities recommended or estimated for processing the other part of the split model)

	Processing capabilities identifier 
	The identifier of the allocated or recommended processing capabilities. Processing capabilities may be negotiated at the configuration stage where each processing capabilities setting may be stored and identified with a processing capabilities identifier. 
	Example: 


	
	Number of Parameters
	Total number of parameters in the neural network
	Example: 


	
	Parameters precision
	Number of bits for storing the parameter. Additionally, use “I” for indicating an integer parameter and use “F” to indicate a floating-point number. 
	Example: If the proposed method uses 16-bit integer to represent a parameter, parameter precision may be “16 (I)”.


	
	Multiply–accumulate (MAC)
	Number of multiply–accumulate (MAC) operations in the worst case for the inference stage, where the multiply–accumulate operation is a common step that computes the product of two numbers and adds that product to an accumulator. 
	Example: ResNet-18 for (32x32 (1x1024) 36 million units 

	
	Temporary memory 
	Indicates the memory needed to store the output feature map for all intermediate layers (forward pass). 
	Example

	Framework information
(Framework information on processing of part of the model)
	Framework configuration set identifier
	The identifier of the framework configuration set used for processing the first part of the model and required for processing the next part for compatibility reasons. A set of identifiers may have been defined during the configuration stage.
	Example

	
	Framework description
	This identifies the framework configuration including the exact version (language, name, version, specific component name) used by the UE or the network producing intermediate data. 
	Example: Pytorch 2.0 



[bookmark: _Hlk142995211]Table 6.4-2-1: Metadata for split AI/ML operations


--------------------------------------------- End change ----------------------------------------------------------------------------------
3 Proposal
We propose to add the text in a new clause §6.4.2 of the permanent document.
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