TSG-SA WG4 Meeting #125	S4-231302
Goteburg, 21– 25 August 2023	

Source:	Apple
Title:	Discussion Buffer level threshold based RVQoE
Agenda item:	8.10
Document for:	DISCUSSION


1 Background on buffer level threshold based RVQoE
RAN3 has been working on some solutions on buffer level threshold based RVQoE. At RAN3#118, they agreed that a RAN-configured buffer level (at the application-level) can be used for threshold-based RVQoE reporting. 

	RAN3 #118 Agreements:
Turn the WA to agreement: Introduce buffer level as a threshold-based trigger for RVQoE reporting.



 
The agreement in the RAN3 report was observed by RAN2, where they sent an LS to SA4 (in S4-230461) asking on some options for such a solution: whether this reporting can be done at the application level or at the AS level. Initially SA4 responded in S4-230684 that this can be done at the application level, however SA4 has yet to see the solution RAN3 is working on. Subsequently SA4 has expressed reservations on the buffer level threshold-based solutions in S4-231119. In parallel, it is observed from RAN3#120 meeting report that RAN3 has further made some agreements on RVQoE reporting that it can be triggered when the buffer level is either higher or lower than a threshold.

	RAN3 #120 Agreements:
Agreements: The network can configure UE with two types of events for threshold based RVQoE reporting, the RVQoE reporting is triggered when the buffer level is below a threshold or above a threshold. Whether these two types of events for threshold based RVQoE reporting can be configured simultaneously needs to be further discussed.




There is no clarity as to how RAN would get such buffer high and low levels from application providers? How can a single buffer low or high threshold work for different content types (live/on demand, high res 4k, 1080p etc.)? Still SA4 status remains the same that except for the above mentioned RAN2 LS, further details of RAN3 work are not known.


2 Reviewing problem of buffer-level based network assistance
In recent meetings, several papers have been provided to SA4 that have clarified the problem of seeking buffer-level based network assistance.

1. Network/RAN has no reliable way of knowing what the relevant buffer levels of application are: these levels may vary based on service type, content type, application provider etc. Only application itself my know about such levels, hence this is not something that RAN should configure at the application, rather such thresholds are decided by the application.
2. There is no consideration on how proprietary buffer management algorithms will react to such conditioning attempts. Adaptation algorithms at players carefully manage both the minimum and maximum buffer levels via control systems, and an external control system trying to manage these levels at network layer may have problematic interactions with the player buffer level management algorithms.
3. Till now (Rel-18), there has been no clarification in application-level specifications that such buffer level reporting to seek RAN assistance are predicated by exhausting other means of adaptation. Without this assumption, this is a highly non-linear, heuristically adapting system. This assumption needs to be clarified for any such assistance solution, i.e., application seeks RAN assistance once it has exhausted other means, such as bitrate adaptation.
4. Even after this assumption, what information needs to be conveyed to RAN needs to be assessed. This is expressed by the diagram of a simplistic linear assumption:


[image: ]
So for the application to convey an expected stall time to the network, 2 of 3 quantities (buffer level, time to stall, bitrate boost needed), or multiple readings of one quantity at different times, e.g. buffer levels at two different time instances, are needed. It is not suitable to convey the bitrate boost needed since then RAN and application will need to negotiate the bitrate averaging windows etc, and the bitrate noted at RAN is not the same as at the application due to e.g., TCP retransmissions.
5. Reporting multiple readings of bitrate at different times is not suited since this is a time critical situation and e.g., live applications may already be running at a very small buffer duration of a few hundred milliseconds. Hence it is best to signal current buffer level and expected time to stall to RAN.

2 Reusing existing QoE
S4aI230127 explored existing CMCD Information Keys to be used for the above purpose but none of the keys listed there currently are suitable since:

· The purpose of CMCD information keys is long term optimization of network and not seeking some instant network assistance, a newer 3GPP concept. These metrics cannot address the problem documented above.
· RVQoE already relies heavily on 3GPP-specific constructs of +CAPPLEVMCNR AT commands, configuration, and reporting, hence the value of seeking reuse is diluted.


3 Proposal
It is proposed to discuss and agree on the problems, consider provided CR to address this, and continue engaging with RAN3 to converge on the issue.


image1.png
Buffered time

-|' A Boost needed
Buffer
>
Time
Time to stall —T'\
Time now

Stall




