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Introduction
The MeCar permanent document S4-230966 version 8.0.0 contains a use case for delivery of RGBD content. Two solutions are discussed in the PD:
· Using auxiliary pictures (with AUX_DEPTH) in HEVC/AVC
· Using V3C MIV 

One of the use cases for RGBD content is for AR conversational where video captured from multiple RGBD cameras needs to be transported to the receiver. Two solutions for carrying RGB+D for a possible volumetric rendering are discussed in the MeCAR PD. Further details on file formats and payload formats is also provided. Details of work carried out in MPEG including subjective verification tests for MIV with MV-HEVC anchor are also included in PD. 
Carrying depth as auxiliary picture in HEVC to address this use case may be possible but would require multiple video bitstreams and multiple video decoders. On the other hand, MIV provides a multi-view plus depth (MVD) solution for this use case, that can reduce the number of required decoders to just one by utilizing frame packing tool. Furthermore, demos as documented in PD show that the MIV profiles can be supported on existing devices with AR conversational latency requirements.
We propose to include in the MeCar Permanent Document the attached profile of MIV as optional for Device Types 3 and 4 (XR HMD and XR Phone). 
The proposed MIV operation point has the following considerations: 
· The CR uses profiles (toolset) , i.e ptl_profile_toolset_idc equal to 65, defined in ISO/IEC 23090-12 by MPEG (MIV Extended, MIV Extended Restricted Geometry) with further constraints for 3GPP devices. 
· The normative rendering, i.e. ptl_profile_reconstruction_idc, is not defined as is the case for 2D video codecs. This provides flexibility to device manufacturers and application developers.
· The codec, i.e. ptl_profile_codec_idc, is constrained to the 3GPP 2D video codecs. Additionally, the maximum ptl_level_idc is set based on capabilities of 3GPP 2D video codecs (e.g., for HEVC-FullHD-Dec: luma picture size of 2228224, a luma sample rate of 133 693 440 Hz and a bit rate of 20 Mbps for single decoder). 
· The number of video decoders is limited by ptl_max_decodes_idc.
· The number of atlases is limited by ptc_max_atlas_count_minus1 syntax element. 
· The requirement that vps_extension_type equal to 1 (VPS_EXT_PACKED) shall be supported (as specified in the CR by the proposed ptl_profile_toolset_idc) to enable single decoder solutions. 
· V3C MIV standard does not consider restriction on number of views and we follow the practice. Such limitation was never discussed during standardization process because the number of views will automatically be restricted by the decoding capabilities and atlas restrictions. For example, a larger number of views may be supported when the resolution of the views is small and fits in the constraints of supported 2D video codecs. Note that device capabilities for MIV are directly tied to the decoding capabilities. MIV defines only the atlas metadata (restricted to 1 atlas). 
· Encoding of MIV is out of scope for MeCAR same as encoding of 2D video. The encoding is not standardized and is left for device manufacturers. The output of the encoder, i.e. bitstream format, is standardized and is defined by the MIV operation point.
For an example of MIV encoding pipeline we refer to Use Case #19. of TS 26.998 for a clear understanding of the scenario. The real-time capturing may be done with a single RGB+D camera or multiple. Details for creating MIV content are provided in PD as well. While it is out of scope to define the capabilities of these cameras, we can refer to the Nokia implementation previously contributed as S4-230807 and listed in the MeCAR PD as an example. The implementation uses four Microsoft Kinect Azure cameras as capture devices. 

The requirement comes from IBACS WID objective 3: 
“Real-time transport of traditional as well as AR media, scene description, and metadata via IMS media path including Data Channel. Transport can be either one-way or bi-directional.
NOTE3: With the term AR media we refer to AR media as defined in Section 4.4 in 26.998 (including volumetric media). 	Comment by Ahsan, Saba : Excerpt from 4.4.1 in 26.998: 
“Examples of immersive media are 2D/3D media such as overlay graphics and drawing of instructions (UC#16 in Annex A.1), 3D media such as furniture, a house and an animated representation of 3D modeled person (UC#17 in Annex A.2), a photorealistic volumetric video of a person (UC#18 in Annex A.3), a 3D volumetric representation of conference participants (UC#19 in Annex A.4), 2D video, and volumetric information and simple textual overlays (UC#20 in Annex A.5).”


UC#19 referenced above is shared below since it’s the one we generally target for MIV. 

“This clause describes an AR conferencing use-case that allows participants in a 3D volumetric representation, e.g. point clouds or meshes, in order to provide an immersive conferencing experience. 
3.2.1	AR Conferencing (1:1)
Bob and Alice want to make an AR conferencing call. Both are wearing AR glasses. Bob is located in Stockholm while Alice is located in Aachen. One or more cameras are placed in each location and are filming Bob and Alice, respectively. Bob can see a 3D volumetric representation of Alice on his AR headset and Alice can see a 3D volumetric representation of Bob on her AR headset. Bob and Alice can enjoy a truly immersive audio-visual experience.

Figure A.4-1: AR Conferencing (1:1)
3.2.1	AR Conferencing (1:many)
Bob and Alice are invited to an escalation meeting. Bob is able to physically attend the meeting, whereas Alice is virtually joining the meeting. Alice can be seen by Bob and other participants as a 3D volumetric representation on their AR glasses. Bob and other participants can interact with the 3D volumetric representations (e.g. rotate, zoom-in, resize). Alice can see and interact with Bob and other participants. Alice may use a laptop, phone, AR or VR device to visualize participants in the office. All participants can enjoy a truly immersive audio-visual experience.

Figure A.4-2: AR Conferencing (1:many)”
NOTE4: Media capabilities will be defined in MeCAR and subsequently integrated/adopted in IBACS.”

Furthermore, iRTC WID objective 2 also includes requirements for 3D video: 

“Objective 2: Define functional components of an iRTC client in terminal that (as in Figure 1 of TS 26.110 where video and audio I/Os are connected to 3G-324M protocol architecture),
· [bookmark: _heading=h.vlp3klthgy4w]Support traditional 3GPP real-time media (e.g., 2D video and EVS mono audio)
· Support immersive media including 3D video and spatial audio, leveraging the audio inputs/outputs considered for IVAS and, where applicable, referencing the immersive audio quality tests defined by ATIAS.” 
Note that the requirements for an AR call have been in the IBACS PD since SA4#120. A dynamic 3D representation format (same as 3D video and volumetric video) defines the 3D model of an object (e.g., a caller) that is captured in real-time using one or more cameras as agreed and defined in IBACS PD. Similar requirements have been discussed and agreed to iRTC PD. 
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