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1. Introduction
This contribution is a revision from S4-230894. In the #122 (Berlin) meeting it was discussed to plan an offline call to shape the text of this proposal. Due to the change in rapporteurship of the iRTCW work item this call did not happen. As the inverse projection and any associated metadata is essential for 3D (spatial) rendering of RGBD data, we still propose to add the two sub chapters (based on the PD [1]) into the current draft of TS 26.113 [2] related to video capture. Some more information on RGBD capture and the inverse projection (also called back projection) can be found here [3].
1. Proposed changes
=== Change 1 ===
5.3.4 	Inverse Projection Transformation
Receiving both color and depth information an iRTC client in terminal may render video signals in 3D via inverse projection transformation. This transformation is based on the camera intrinsic (K) multiplied by the image pixel coordinates defined as
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where
	Parameter
	Unit
	Definition
	Note

	fx
	float
	X-axis focal length (in pixel)
	

	fy
	float
	Y-axis focal length (in pixel)
	

	cx
	float
	X-axis principle point (in pixel)
	

	cy
	float
	Y-axis principle point (in pixel)
	

	s
	float
	Skew coefficient
	Zero if image axes are perpendicular



To allow other clients a render the color and depth data as described above, the iRTC client in terminal may identify and transmit metadata related to the intrinsic (for example focal length). One example to capture camera related metadata is EXIF [https://home.jeita.or.jp/tsc/std-pdf/CP3451C.pdf].
=== End Change 1 ===
=== Change 2 ===

5.3.5 	3D Object Size and Metadata
To support scaling and other rendering methods an iRTC client in terminal may identify further information on the size of captured 3D object. The size of a 3D object captured with a visual sensor (i.e., video camera), can be achieved with the help of the capture device information (focal length and sensor size) and the (estimated) distance to the subject.
This means to estimating a physical size of an object (or user), first the image size of the object is determined in the captured image data, and secondly the relation between the image size and the physical size is determined with the help of the camera metadata (i.e., focal length) and the objects distance to the capture device (e.g., based on a depth sensor or machine learning estimate). The resulting object size metadata comprises the size of the object to enable a rendering device or server to establish the “actual” size of the virtual object in the virtual environment in accordance with its physical size of the object in physical space.
The size information can be signalled to a far-end iRTC client in terminal or conference managing server for scaling the 3D object to other objects or backgrounds. The size information may be transmitted periodically or in an on-demand fashion, depending on applications, and may also be used locally.
=== End Change 2 ===
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