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Introduction
[bookmark: _Hlk142805383]According to the ISAR work plan [1], the work on identification of relevant requirements for immersive audio Split Rendering should be completed at the present SA4 meeting. Some progress was made at SA4#124 meeting, especially on interfaces. What is still lacking is physical and functional design constraints and performance requirements.
This contribution aims at closing that gap.
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Objective of Split Rendering
Ideally, decoding and rendering of head-trackable immersive audio would be implementable and operational on any UE including XR end-devices like AR glasses or earbuds. However, lightweight end-devices of this class frequently operate under strict constraints in terms of computational complexity and memory consumption. Reasons are tight limits in terms of power consumption to reduce battery weight, power dissipation heat, and strict implementation cost constraints.
Thus, it may not be possible to always ensure immersive decoding and rendering support consuming the native immersive audio format of a given codec in a lightweight XR end-device. 
It is thus the objective of Immersive Audio Split Rendering to solve this problem. For any Split Rendering solution to be viable, the following criteria should be met:
· [bookmark: _Hlk142995115]Complexity of operation in end-rendering lightweight device is reduced substantially compared to the native decoding and head-tracked binaural rendering of the original coded audio format.
· Memory consumption in end-rendering lightweight device is reduced substantially compared to the native decoding and head-tracked binaural rendering of the original coded audio format.
· Minimum impact on QoS/QoE: 
· [bookmark: _Hlk142852455]All required immersive audio formats of the original coding format, coding modes, and operating ranges (bit rates) should be supported.
· Given that Split Rendering relies on pre-rendering on a capable first UE or network node to an intermediate representation, followed by coding and transmitting that representation for decoding and rendering on the lightweight device, it is unavoidably a transcoding approach. The transcoding impact on QoS/QoE, i.e., on quality and latency, should thus be as small as possible in comparison to a relevant reference system, which is to operate decoding and head-tracked rendering of the original coding format. This system is referred to as native decoding/rendering reference.
· Head-tracked immersive audio attributes and especially DOF attributes of the audio formats of the original coding format should be retained. I.e., if the immersive audio of the original coding format is head-trackable in 3-DOF, Split Rendering should retain this property.
Design constraints
In the following, design constraints are derived from the Split Rendering objective. 
Reference systems
The ‘golden’ reference system for any Split Rendering solution is to operate decoding and head-tracked rendering of the original coding format in the lightweight end-device. This system is referred to as native coding reference or native decoding/rendering reference.
[bookmark: _Hlk142823571]A further relevant reference system is a basic transcoding-based system with decoding and head-tracked binaural rendering of the native codec format carried out by the capable UE or network node. The rendered binaural audio signal is subsequently re-encoded using the most viable coding mode of the native codec that can code the binaural audio signal. Most viable would generally mean a coding mode with least complexity and memory footprint for decoding on the lightweight end device. This would typically be a stereo coding mode of that codec. Subsequently, the re-encoded binaural audio signal is transmitted to the lightweight end-device where it is decoded and output without final pose adjustment. As the end-device does not carry out any pose corrections matching the actual pose of the end-device, this reference configuration is referred to as 0-DOF native transcoding reference system. This approach is the only reasonable possibility (except Split Rendering) for lightweight end-devices to render binaural audio derived from the native codec format if full native decoding with head-tracked binaural rendering is not possible on that device.
Physical design constraints
Physical attributes are complexity, memory consumption, algorithmic delay, motion-to-sound latency, bit rate. The following physical design constraints can be established based on the Split Rendering objective:
Table 1: Suggested physical design constraints for Split Rendering systems for immersive audio
	Physical attribute
	Constraint
	Comment

	Complexity of operation in end-rendering lightweight device
	Complexity of operation in end-rendering lightweight device shall be reduced substantially compared to the native decoding/rendering reference.
	

	Complexity of operation at pre-rendering device/node
	No constraint. Objective:
Complexity of operation should at maximum be at the complexity design constraint limit of the native decoding/rendering reference (if such limits are defined). If such a limit is not defined, there should be no excessive complexity increase over the native decoding/rendering reference. 
	Complexity benefits at the end-device are likely to come at the expense of increased complexity at the pre-rendering device/network node. The reason is that it requires decoding/rendering of the native format followed by re-encoding. 

	Memory footprint of operation in end-rendering lightweight device
	Memory footprint in end-rendering lightweight device shall be reduced substantially compared to the native decoding/rendering reference and compared to the memory footprint of the final decoding operation of the 0-DOF native transcoding reference system.
	

	Memory footprint of operation at pre-rendering device/node
	No constraint. Objective:
Memory footprint should at maximum be at the memory design constraint limit of the native decoding/rendering reference (if such limits are defined). If such a limit is not defined, there should be no excessive memory increase over the native decoding/rendering reference.
	Memory benefits at the end-device are likely to come at the expense of increased memory consumption at the pre-rendering device/network node. The reason is that it requires decoding/rendering of the native format followed by re-encoding. 

	Motion-to-sound latency in head-tracked rendering operation
	Motion-to-sound latency is no worse compared to native decoding/rendering reference. 
	

	Algorithmic delay
	The total algorithmic end-to-end delay including the Split Rendering operation shall not substantially exceed the end-to-end delay of the native reference coding/rendering system. The total algorithmic end-to-end delay increase shall be below [20%] compared to the native reference coding/rendering system. 
In addition, the total algorithmic end-to-end delay shall be no worse than the algorithmic end-to-end delay of the 0-DOF native transcoding reference system. 
	A Split Rendering system involves transcoding of the native coding format to an intermediate representation used to transfer the audio to the lightweight device. Accordingly, the total algorithmic end-to-end delay including the Split Rendering operation can at best be the same as the one of the native decoding/rendering reference.
It is expected that the Split Rendering approach would do algorithmic latency optimizations compared to the native transcoding reference system.
Shared memory buffers during the transcoding from the native coding format to the intermediate representation can be assumed. 

	Bit rate of coded intermediate representation
	Split Rendering operation should offer multiple bit rate options enabling different QoS/QoE levels.  
The supported bit rates of the coded intermediate representation shall not substantially exceed the bit maximum bit rate of the native reference system and not exceed [150%] of it.
	The bit rate supported on the interface between pre-rendering device/network node and end-rendering lightweight device may depend on the specific system and service configuration of a given service deployment. It is therefore desirable if Split Rendering operation offers flexible trade-offs between bit rate and QoS/QoE. The bit rate of the coded intermediate representation is expected not to substantially exceed the bit maximum bit rate of the native reference system.  



Functional design constraints
Functional design constraints are related to the Split Rendering objective that the required immersive audio formats, operation modes and ranges of the original (native) coding format be supported. A further functional attribute associated with immersive audio is head-trackability. This attribute needs to be retained as well.
Accordingly, the following functional design constraints can be established based on the Split Rendering objective:

Table 2: Suggested functional design constraints for Split Rendering systems for immersive audio
	Functional attribute
	Constraint
	Comment

	Immersive audio formats of native coding format 
	All required immersive audio formats of the native coding format shall be supported by the Split Rendering operation.
	

	Immersive audio coding modes of native coding format 
	All required immersive audio coding modes of the native coding format shall be supported by the Split Rendering operation.
	

	Bit rates of required immersive audio coding modes of native coding format 
	All bit rates shall be supported.
	

	Head-trackability of immersive audio formats
	The head-trackability of the immersive audio formats of the native coding format shall be retained with the same DOF level. For scalable Split Rendering operation, reduced DOF levels may be provided in addition. 
	Explanation: an audio format supported by the native coding system may be 3-DOF head-trackable, i.e., around 3 axes (yaw, pitch, roll). The Split Rendering system shall retain this possibility. Complexity or bit rate reduced variants may though reduce this to lower DOF levels like yaw-only correction (1-DOF). 



Performance Requirements
A key functional attribute to be retained by Split Rendering is head-trackability of immersive audio formats. If the round-trip latency between capable UE / network node performing the decoding and head-tracked rendering of the native audio coding format and the lightweight end-device is low, then the 0-DOF native transcoding reference system is a viable system at least in terms of retaining this attribute. However, given the large variety of connectivity scenarios, there is no guarantee that this latency will be sufficiently low to avoid that the pose deviation between the pose applied for head-tracked rendering at the capable UE / network node and the actual pose of the lightweight end-device will cause QoE impairments. Moreover, the amount of deviation will also depend on the speed of change of the pose. Large change speeds in combination with high round-trip delays will case large deviations of the assumed pose during rendering and the actual pose.
A safe approach when evaluating Split Rendering systems is thus to assess the potential quality impact when the pose correction scheme of the post-renderer adjusts the pose of the received binaural audio signal to compensate for a given static deviation between a pose available at the pre-renderer and the actual end-device pose. This is an assessment of the ability of the Split Rendering scheme to compensate for a given worst-case pose deviation that may be caused by a fast-changing end-device pose together with large transmission round-trip delay between pre-renderer on capable device or network node and post-renderer on lightweight end-device. Assuming a round-trip delay of 200 ms and a maximum pose change speed of 100 degrees / s would for instance lead to a maximum pose deviation to be compensated of 20 degrees.
In addition to potential quality impairments due to audio degradations caused by imperfections of the pose correction scheme, there may be other factors influencing the quality of the final output audio signal. One important further impairment factor is the transcoding from the native audio coding format to the coded intermediate representation used for transmission to the lightweight end-device.
Relevant reference systems for audio quality requirements are the native coding reference system and the 0-DOF native transcoding reference system. The former system assumes that the native coding format can be binaurally rendered at the end-device with the latest head-tracker pose. The quality of this system is the optimum which cannot be beaten by a Split Rendering system. The 0-DOF native transcoding reference system on the other hand will at least suffer from quality impairments as its underlying binaural rendering prior to transcoding is based on the pose available at the capable device/network node. The source of its quality impairments is the pose deviation between capable device/network node and end-device. For a Split Rendering system, it should be expected that the achievable quality exceeds the quality of that reference.
This leads to the performance requirements of the following table:

Table 3: Suggested performance requirements for Split Rendering systems for immersive audio
	Operation point of native coding system
	Static pose deviation
	Requirement
	Objective

	Head-trackable input audio format [x] encoded with mode [y] at bit rate [z]
	[20] degrees in 3 axes (yaw, pitch or roll)  
	Better than 0-DOF native transcoding reference system using same operation point of native coding system and using best possible operation point for coding of binaural signal

	As close as possible to quality of native coding reference system using same operation point

	
	[20] degrees in two axes out of (yaw, pitch or roll)  
	
	

	
	[20] degrees in single axis out of (yaw, pitch or roll)  
	
	



Conclusion and proposal
This contribution has established the main purpose or ‘objective’ of Split Rendering of immersive audio. Reference systems have been defined that should be used to assess if the purpose of the Split Rendering is achieved with a potential candidate solution. Based on the objective and the reference systems, physical and functional design constraints have been derived. In addition, following the same logic, performance requirements are proposed.
The source proposes to incorporate the suggested physical and functional design constraints and performance requirements into the TR on ISAR requirements [2].
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