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[bookmark: _Toc130152499][bookmark: _Toc130155964][bookmark: _Toc142941979]Introduction
The ATIAS work item targets to specify test methods for objective characterization of terminals for 3GPP immersive services along with requirements. So far, the main attention was given to the sending direction tests [1]. The present document intends to initiate a discussion on receive side tests by suggesting some tests for the receiving direction and binaural rendering. The goal is not to predict the perceived quality, but to check if the decoding and binaural rendering is correctly implemented, and to characterize the UE by measuring some basic parameters related to binaural cues. The approach is further to decouple such parameters from the overall frequency response of the system including headphone “coloration”, since such overall frequency response is expected to be assessed in other tests, as well as loudness ratings, delay etc.
[bookmark: _Hlk142941886]Furthermore, some tests for loudspeaker-rendered audio are proposed.
[bookmark: _Toc130152501][bookmark: _Toc130155966][bookmark: _Toc142941980]Candidate receiving side test methods and requirements
[bookmark: _Toc130155968][bookmark: _Hlk116656272][bookmark: _Toc142941981]Receiving loudness rating 
[bookmark: _Toc142941982]General
In the planning of telephony systems there are targets concerning the acoustic loss from the talker’s mouth to the listener’s ear. The overall loss is partitioned between the sending terminal, the network, and the receiving terminal. Non-flat frequency responses are considered by a simplified loudness model [ITU-T P.79].
Ideal characteristic:
The target receiving loudness ratings are stated in TS 26.131 for the respective electrical or acoustical frontend (e.g. headset). The same targets should apply for TS 26.260, with adapted test methods. The targets could be set by reference (maintenance-friendly), or by copying.
[bookmark: _Toc142941983]Requirements
The same RLR values with tolerances as specified in TS 26.131 for the respective electrical or acoustical frontend (e.g. headset).
[bookmark: _Toc142941984]Test conditions
The test conditions are the same as for TS 26.132, except for the codec-specifics stated below.
[bookmark: _Toc142941985]Receiving with binaural rendering: measurement for object-based audio
The following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported.
b) The object metadata are set for frontal incidence (elevation and azimuths are zero) at a distance of [TBD].
c) The RLR is measured as described in TS 26.132.
RLR values may in addition be measured and reported for other object positions.
[bookmark: _Toc142941986]Receiving sensitivity/frequency characteristics 
[bookmark: _Toc142941987]General
In the planning of 3GPP systems, frequency response shaping is specified for the sending and receiving terminals in TS 26.131, achieving an overall mouth-to-ear characteristic for the connection.
Ideal characteristic:
For wideband, super-wideband and fullband, the overall mouth-to-ear frequency shaping has been partitioned between the sending and receiving (handset or headset) terminals such that the sending terminal is ideally flat while the receiving terminal is ideally flat after diffuse-field compensation. For narrowband, the sending terminal side may have a non-flat shape to avoid spectral imbalance.
In the case of binaural rendering, there may be additional shaping related to head-related transfer functions.
[bookmark: _Toc142941988]Requirements
Since the UE manufacturer may select properties for the binaural rendering, no formal requirements are proposed. The test results shall be reported as a characterization of the UE.
[bookmark: _Toc142941989]Test conditions
The test conditions are the same as in TS 26.132, except for the codec-specifics stated below.
[bookmark: _Toc142941990]Receiving with binaural rendering: measurement for object-based audio
The following procedure shall be used:
d) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported.
e) For each object source position stated in Table X, the object metadata is set accordingly.
f) The sensitivity/frequency characteristics are measured as described in TS 26.132, and are reported for the left and the right sides.

Table X: Object source positions for sensitivity/frequency characteristics
	Source azimuth

	Source elevation

	Source distance


	0
	0
	?

	180
	0
	?

	0
	90
	?

	0
	-90
	?

	90
	0
	?

	-90 (270)
	0
	?



The sensitivity/frequency characteristics may in addition be measured and reported for other object positions.
[Editor’s note: Where it is possible to assign a certain distance to the object, a large value should be specified, to avoid corner cases with close distances]
[bookmark: _Toc142941991]Receiving with binaural rendering: inter-channel time difference
[bookmark: _Toc142941992]General
The inter-channel time difference is the delay between the left and the right binaural signals, resulting from the rendition of a decoded sound source from a certain position. The delay is measured electrically or acoustically.
Ideal characteristic:
To some extent, the ideal characteristics depend on the head-related transfer functions being used by the renderer, which may vary between UE:s. However, some generic statements can be made:
· Sounds from the median plane (azimuth=0, hence front/back/above/under) appear with no delay between the two channels
· Sounds from the left hemisphere are delayed in the right channel compared to the left, and vice versa. The head size which is associated with the head-related transfer functions used in the rendering will scale the magnitude of this delay, it is expected to be below 1ms.
· Room reflections may be part of the rendering process. It is important that these do not misguide the measurement of the dominating inter-channel time difference
[bookmark: _Toc142941993]Requirements
[Editor’s note: It may be discussed what level of requirements that will be appropriate (shall/should/performance objectives, or no requirements with only UE characterization)]
The inter-channel time difference shall be as in Table X, when tested according the corresponding test procedure.
Table X: Inter-channel time difference 
	Source azimuth

	Source elevation

	Source distance

	


	0
	0
	?
	

	180
	0
	?
	

	0
	90
	?
	

	0
	-90
	?
	

	90
	0
	?
	

	-90 (270)
	0
	?
	



[Editor’s notes:
· The values in the table are suggested as a starting point, to illustrate the approach. They may be adjusted.
· Where it is possible to assign a certain distance to the object, a large value should be specified, to avoid corner cases with close distances.]
[bookmark: _Toc142941994]Test conditions
The UE is connected to a system simulator with a reference client. Signals from the UE are measured electrically on left/right headphone signals or acoustically using a pair of headphones and the microphones of a head- and torso simulator.
[Editor’s note: The generic test room conditions in terms of idle noise and reflections should suffice for this HATS measurement why nothing further is specified here.]
[bookmark: _Toc142941995]Measurement for object-based audio
The following procedure shall be used:
g) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The left and right headphone/headset audio outputs from the UE are connected to the test system electrically, or acoustically using headphones and a ITU-T P.58 compliant head and torso simulator with associated left and right artificial ears. [Editor’s note: headtracking shall also be considered. Text TBD]
h) The volume control is set to nominal [Editor’s note: it is expected that the generic clauses of this specification will state that the volume control, unless otherwise stated, is set to meet the nominal RLR=8 +-3dB for each ear. The sentence “The volume control is set to nominal” may then be superfluous.].
i) The test signal is a CS-signal complying with ITU-T Recommendation P.501 using a PN-sequence with a length, T, of 4 096 points (for a 48 kHz sample rate test system). The duration of the complete test signal is as specified in ITU-T Recommendation P.501. [Editor’s note: this is the same signal as in TS 26.132 subclause 7.5.4] The level of the signal shall be ‑16 dBm0 at the POI.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
j) For each simulated source position (ii i=1,...,L , the following procedure is repeated:
· The test signal is played to one object-based audio input of the reference client [the signal is proposed to be identical to TS 26.132 subclause 8.5.4]. For each sub-test, the source position metadata for the audio object is set according to a table in the requirements specification.

· The left and right headphone audio signals from the UE are captured electrically or acoustically, the capture method shall be reported. The analysis window shall include the PN-sequence part of the CSS signal. The correct positioning of the analysis window is accomplished by correcting for the delay of the test system and the particular UE, which is measured priorly.

· The transfer function between the left and the right channel is estimated [Editor’s note: details to be defined] and the inter-channel group delay is calculated from the phase response, as , where  is the phase and  is the angular frequency. The group delays for the different frequency bins are averaged from 200 to 2000Hz to obtain a single-figure inter-channel time difference.

· The inter-channel time difference ITD is compared to the requirements for the tested object audio source position.

[bookmark: _Toc142941996]Measurement for scene-based audio
The method is the same as for object-based audio except that the source position is not set by metadata to the reference client encoder but rather by presenting the encoder with a multi-component Ambisonics signal that represents a source from the particular incidence angle. [Details are TBD].
[bookmark: _Toc142941997]Receiving with binaural rendering: source angle dependent band level difference
[bookmark: _Toc142941998]General
The source angle dependent band levels are the level pairs of the left and right audio signals in a certain frequency band, resulting from the rendition of a decoded source from a specific position. The levels are measured electrically or acoustically. The overall frequency response is removed from the analysis by assessing only differences (between different source angles and between left and right channels).
Ideal characteristic:
To some extent, the ideal characteristics depend on the head-related transfer functions being used. However, some generic statements can be made:
· Sounds from the median plane (front/back/above/under) appear with elevation-dependent spectral characteristics at high frequencies, depending on e.g. pinna geometries. [Editor’s note: it remains to be investigated across HRTF sets if there is a frequency band which is changing with angle in a consistent enough manner to allow imposing generic requirements. In any case, UE characterization is valuable to assess whether the rendering reacts to changes in source elevation.]
· Sounds from the left appear with considerable mid/high-frequency attenuation in the right ear, and for finite source distances, a slight level difference also for low frequencies. And vice versa for sources in the right hemisphere.
· If the level difference between left and right at low frequencies is considerable, the UE may be producing just left/right stereo without any binaural rendering. However, when measured acoustically, there has to be some allowance for headphone earphone sensitivity variation as well as variations due to leaks when positioned on HATS
[bookmark: _Toc142941999]Requirements
[Editor’s note: It may be discussed what level of requirements that will be appropriate (shall/should/performance objectives, or no requirements with only UE characterization).]
The levels in certain frequency bands are measured for left and right channels and for the specified source positions. For hard left and right source positions, the band levels are assessed in terms of the difference between the left and the right signals. For the median plane, the band level differences between positions are assessed.
Table X: Source angle dependent band levels
	Sub-test
	Frequency band

	Source azimuth

	Source elevation

	Source distance

	


	A
	
	0
	0
	?
	No requirement

	B
	
	180
	0
	?
	

	C
	
	0
	90
	?
	

	D
	
	0
	-90
	?
	

	E
	
	90
	0
	?
	-X

	F
	
	-90 (270)
	0
	?
	X

	G
	
	90
	0
	[TBD, large]
	

	H
	
	-90 (270)
	0
	[TBD, large]
	



[Editor’s notes:
- The values in the table are suggested as a starting point, to illustrate the approach. They may be adjusted.
- Where it is possible to assign a certain distance to the object, a large value should be specified, to avoid corner cases with close distances]
Table X: Median plane band level differences for each channel
	Sub-test
	Requirement


	LA-LB
	>YAB

	LA-LC
	>YAC

	LA-LD
	>YAD



[bookmark: _Toc142942000]Test conditions
The UE is connected to a system simulator with a reference client. Signals from the UE are measured electrically on left/right headphone signals or acoustically using a pair of headphones and the microphones of a head- and torso simulator. [Editor’s note: The generic test room conditions in terms of idle noise and reflections will suffice for the HATS measurements why nothing further is specified here.]
[bookmark: _Toc142942001]Measurement for object-based audio
The following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The left and right headphone/headset audio outputs from the UE are connected to the test system electrically, or acoustically using headphones and a ITU-T P.58 compliant head and torso simulator with associated left and right artificial ears. [Editor’s note: headtracking shall also be considered. Text TBD]
b) The volume control is set to nominal [Editor’s note: it is expected that the generic clauses of this specification will state that the volume control, unless otherwise stated, is set to meet the nominal RLR=8 +-3dB for each ear. The sentence “The volume control is set to nominal” may then be superfluous.].
c) The test signal is a CS-signal complying with ITU-T Recommendation P.501 using a PN-sequence with a length, T, of 4 096 points (for a 48 kHz sample rate test system). The duration of the complete test signal is as specified in ITU-T Recommendation P.501. [Editor’s note: this is the same signal as in TS 26.132 subclause 7.5.4] The level of the signal shall be ‑16 dBm0 at the POI.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
d) For each simulated source position (ii i=1,...,L , the following procedure is repeated:
· The test signal is played to one object-based audio input of the refence client [the signal is proposed to be identical to TS 26.132 subclause 8.5.4]. For each sub-test, the source position metadata for the audio object is set according to a table in the requirements specification.
· The left and right headphone audio signals from the UE are captured electrically or acoustically, the capture method shall be reported. The analysis window shall include the PN-sequence part of the CSS signal. The correct positioning of the analysis window is accomplished by correcting for the delay of the test system and the particular UE, which is measured priorly.
· The left and right levels for the frequency band of interest is noted.

e) Once all source angles are assessed, the inter-angle level differences as well as the inter-channel level differences are assessed according to the corresponding table in the requirements specification.
[bookmark: _Toc142942002]Measurement for scene-based audio
The method is the same as for object-based audio except that the source position is not set by metadata to the reference client encoder but rather by presenting the encoder with a multi-component Ambisonics signal that represents a source from the particular incidence angle. [Editor’s note: Details are TBD, as well as text considering MASA].
[bookmark: _Toc142942003]Receiving with channel-based coding and loudspeaker rendering: channel order
[bookmark: _Toc142942004]General
This test may be renamed to “channel level” or “channel sensitivity”, since the channel order is checked by measuring levels, and levels may in any cases be of interest to characterize the UE.
Ideal characteristic:
The signal to each input channel is only observed at the corresponding output channel (muted in others).
[bookmark: _Toc142942005]Requirements
[TBD]
[bookmark: _Toc142942006]Test conditions
[TBD]
[bookmark: _Toc142942007]Measurement of channel order
The following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with a channel-based input format at [512] kbit/s. The audio input format and bitrate shall be reported.
b) The UE renderer is set to the same channel-based format as the reference encoder.
c) For each reference client input channel, a test signal [TBD] is presented and the levels at all output channels are measured.

[Editor’s note: Similar tests should be defined for other combinations, such as ambisonics coding with channel-based loudspeaker rendering.]
[bookmark: _Toc130152515][bookmark: _Toc130155991][bookmark: _Toc142942008]References
[1]	S4-231065: Pdoc ATIAS-1 v0.4.0.

