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1	Introduction
For the IVAS project [1] the permanent document IVAS-6 (Selection Deliverables) [2] specifies the information that shall be provided for a candidate coder to facilitate decision by SA4 [4]. One of the items required is a High-Level Description of the proposed solution. This document describes the candidate of the “IVAS Codec Public Collaboration” [7].
2	 Codec Overview and General Concepts
2.1	General
The codec candidate for Immersive Voice and Audio Services is a framework for low-delay speech- and audio coding and rendering targeting upcoming services with stereo or immersive audio communication. It comprises besides encoder and decoder, a renderer and several auxiliary functions associated with the support of stereo and immersive audio formats beyond EVS mono coding. It follows the WID goals [1] and design constraints [3] set up for the IVAS codec project in 3GPP, which includes:
· The IVAS codec candidate is an extension of the 3GPP Enhanced Voice Services (EVS) codec; it provides full and bit exact EVS codec functionality for mono speech/audio signal input.
· Encoding and decoding of stereo and immersive audio formats such as multi-channel audio, scene-based audio (Ambisonics), metadata-assisted spatial audio (MASA), object-based audio (ISM).
· VAD/DTX/CNG for rate efficient stereo and immersive conversational voice transmissions
· Error concealment mechanisms to combat the effects of transmission errors and lost packets. Jitter buffer management is also provided.
· The IVAS codec operates on 20-ms audio frames. In addition, rendering is possible with 5ms granularity.
· Support for bit rate switching upon command.
· Stereo and immersive audio coding at the following discrete bit rates [kbps]: 13.2, 16.4, 24.4, 32, 48, 64, 80, 128, 160, 192, 256, 384, and 512, with supported bit rate ranges listed in Table 1. 

Table 1: Ranges of supported source codec bit rates for stereo and immersive audio coding modes of the IVAS codec
	Input audio format
	Range of supported bit rates (kbps)

	Stereo, binaural audio
	13.2 – 256

	Scene-based audio (Ambisonics, FOA, HOA2, HOA3)
	13.2 – 512

	Metadata assisted spatial audio (MASA)
	13.2 – 512

	Object-based audio (ISM)(1
	13.2 – 512

	Multi-channel audio
	13.2 – 512

	Combined ISM and MASA
	13.2 – 512

	Combined ISM and SBA
	13.2 – 512


(1 13.2 kbps – 128 kbps for 1 ISM, 16.4 kbps – 256 kbps for 2 ISMs, 24.4 kbps – 384 kbps for 3 ISMs, resp. 24.4 kbps – 512 kbps for 4 ISMs
2.2	Mono (EVS-compatible) Operation
The IVAS codec candidate supports mono operation with EVS compatibility by implementing all EVS functionality in a bit-exact manner. This mode is suitable for applications that require low bitrate and high-quality speech and audio. The codec provides the full range of EVS primary bitrates, from 7.2 kbps CBR / 5.9 kbps VBR to 128 kbps and can operate at narrowband, wideband, super-wideband and full-band sampling rates. EVS compatibility includes the AMR-WB IO modes, with bitrates from 6.6 kbps to 23.85 kbps. All functionalities already present in the EVS codec are retained, as also outlined in the subsequent clauses. While staying bit-exact, some EVS code portions were reorganized to allow the extension towards immersive speech and audio services.
The EVS-compatible mono operation is interoperable to other implementations of the EVS codec, which enables seamless integration with existing systems and devices that use the EVS codec.
2.3	Stereo Operation
Whilst EVS only supports mono operation that could be combined for dual-mono operation, the IVAS codec candidate supports native stereo coding at bit rates starting from 13.2 kbps to 256 kbps, offering high audio quality operation for stereo signals with all kinds of different stereo cues. 
The stereo coding consists of coding modules operating in the time-domain and frequency domain. 
Low-rate stereo coding (13.2 to 32 kbps) mainly operates based on a combination of DFT-based processing for correlated signals and a time-domain approach for uncorrelated signals. Which method is used to code the current frame is decided by a prior stereo classification stage.
For the DFT-based stereo approach, (band-wise) side parameters - including time, phase and loudness differences between the channels, as well as prediction parameters for the side residual - are extracted at the encoder followed by a downmix stage to obtain a mid-signal which is then given to the core coder (see Figure 1). At the decoder, the stereo signal is reconstructed from the downmix signal and the transmitted stereo parameters. For the mid-bitrate of 32 kbps part of the residual side signal is additionally coded and directly transmitted in the bitstream to further improve quality (Figure 2).
For the time-domain stereo approach, time-domain parameters are extracted and a weighted downmix is created resulting in a primary and a secondary channel which are both given to the core coder but with the primary channel receiving a higher number of bits.
High-rate stereo coding (48-256 kbps) operates based on MDCT-based processing for band-wise stereo encoding. This can be seen as a sort of joint core coding as both stereo and discrete channel operations are done in the same domain without intermediate transforms. For stereo, additional loudness differences are transmitted and each stereo band can be transformed adaptively to a mid/side representation, depending on what is most efficient to code.
In addition, stereo downmix is supported to generate a mono signal for EVS interoperable stream with no extra delay.
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Figure 1: Low-Rate Hybrid Stereo Coder (13.2-32kbps)
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Figure 2: High-Rate MDCT Domain Stereo Coder (48-256 kbps)
2.4	Independent Streams with Metadata Operation
The IVAS candidate codec supports coding of 1 to 4 independent audio objects with associated metadata. The coding is based on input ISMs analysis, metadata coding, and inter-object core-coder SCEs bitrate adaptation. The ISM coding employs two coding schemes, namely the “discrete ISM” mode in which each object is coded by one SCE, and parametric ISM (“ParamISM”) mode which downmixes 3 or 4 objects to two transport channels coded by two SCEs. The coded and transmitted metadata consists of azimuth and elevation (up to 48 kbps) or of azimuth, elevation, radius, pitch, and yaw (64 kbps and up). Alternatively, the metadata can consist of a non-diegetic panning gain.

ParamISM additionally identifies the two dominant objects per time-frequency tile in a time-frequency representation of the objects of one frame. For the identified dominant objects the object identifier indices and energy relations are transmitted as additional metadata. The decoder uses the basic and additional ParamISM metadata to decode the transmitted down mixed transport channels to the desired output format.
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Figure 3: Encoder Data Flow for discrete ISM coding in IVAS candidate
2.5	Multi-Channel Operation
Coding of multi-channel inputs is available for the channel layouts 5.1, 7.1, 5.1+2, 5.1+4, and 7.1+4. The coding technique is selected from a set of options based on the the available bitrate and specified channel layout. The general principle in technique selection is to aim for best possible quality given the allowed bitrate. The individual techniques are described below starting from the lowest bitrates. For all techniques, LFE channel coding is also offered either separately or within the technique. The multi-channel operation supports output to mono, stereo, multi-channel (at the same or any other layout with up to 16 speakers), Ambisonics (at up to order 3), and binaural. Full bitrate switching is supported.
2.5.1	Low-bitrates – Multi-channel MASA (McMASA)
At the low bitrates, encoding of multi-channels signals is performed with a modified configuration of the MASA format (described later in this document) with an optimized metadata analysis and transport generation frontend. Referring to figure 4, transport signal generation creates 1 – 3 transport channels based on the available bitrate. At very low bitrates, a mono downmix is generated, with increasing bitrate, a stereo downmix is created, and ultimately, an additional center channel is generated. These channels are then encoded using SCE/CPE coding tools. The spatial metadata for the MASA format is analyzed from the multi-channel signals in time-frequency domain using optimized time-frequency resolution for the given bitrate. The metadata quantization and encoding uses the existing MASA encoding tools but as the source format of the MASA format is known and fixed to multi-channel, the metadata encoding techniques are optimized more for this specific type of metadata source. When LFE content is present, it is parametrically encoded and mixed into the separate center channel (if present) or to the mono or the stereo downmix. In decoding and rendering, McMASA uses similar approaches as the MASA format.
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Figure 4 – High-level block diagram of the multi-channel encoding operation at low bit rates
2.5.2	Mid-bitrates – Parametric Multi-channel Coding
For medium bitrates, the Parametric Multi-channel Coding scheme is used. For this coding scheme, the multi-channel relations are described by inter-channel coherence parameters and channel energies. The channel energies are quantized relative to the corresponding channels of the downmix. In order to allow quality scaling with available bitrate, 2 – 3 downmix channels are selected dependent on the transmitted multi-channel configuration and bitrate. On decoder-side (Figure 6), the target covariance is first estimated from the covariance of the decoded transport channels and a static prototype matrix based on the loudspeaker setup and the number of transport channels. In the first estimate a sub set of the inter-channel coherences is replaced by the transmitted ones. The final target covariance is obtained by adjusting the target channels energies to the transmitted energies. The final output signal is then rendered using the target covariance for the transported format going through different paths depending on the output format.
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Figure 5 – High-level block diagram of the Parametric Multi-channel encoding scheme
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Figure 6 – High-level block diagram of the Parametric Multi-channel decoding scheme
2.5.3	Mid-bitrates - ParamUpmix
Operation for 7.1.4 inputs at 160kbps is described on Figure 7. For this mode, in the encoder 12 channels are provided to the encoder (indices 0 through 11) and the 8 channels of indices 4 through 11 are combined together into 4 channels by the ParamUpmix block.  Metadata parameters for these 8 channels are calculated, quantized, and put into the bitstream for reconstruction in the decoder.  Those combined 4 channels are grouped together with channel indices 0 through 3, and the 8 resulting channels are fed to the MCT Encoder for encoding with that algorithm.  In the decoder, the 8 channels encoded with MCT in the encoder are decoded by MCT and the resulting channels of indices 4 through 7, as well as the dequantized metadata in the bitstream, are used to reconstruct the original 8 channels (indices 4 through 11 of the original 12).  The MCT decoded channels of indices 0 through 3 are delayed to match the delay of the processed 8 channels and finally grouped together to provide the reconstructed 12 channels matching the original input.


[image: ]
Figure 7 – 160kbps, 7.1.4 Input Format Operation



2.5.4	High bitrates – Multi channel Coding Tool
For the highest multi-channel bitrates, the Multi channel Coding Tool (MCT) is used. The MCT is an optimal discrete multi-channel coding scheme that allows a signal adaptive channel pair selection for joint coding. The adaptive channel pair selection is performed after an energy level equalization and based on cross-correlation. Subsequently, the selected signal pairs are coded by MDCT Stereo channel pair elements, which includes M/S processing. Channels not selected for joint processing are processed as single channels. The bit distribution among the channels is based on perceptual relevance. The MCT is a discrete coding scheme which scales towards transparency at higher bitrates. Due to its flexibility, the MCT is also used as underlying core-coding scheme for the Scene-based Audio format and combinations of Scene-based Audio and Objects.
 
[image: ]
Figure 8 – High-level block diagram of MCT encoding scheme
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Figure 9 – High-level block of MCT decoding scheme


2.5.5	Low frequency effects (LFE) coding tool
For ParamUpmix and MCT operation modes, the LFE channel is separately coded using a scheme that is optimized for low-bandwidth signals. The LFE codec targets a frequency range of 20 - 120 Hz but can carry audio up to 400 Hz. It is an MDCT-based coding scheme with an average bitrate of 3 kbps. The LFE coding tool additionally supports packet loss concealment (PLC). A high-level diagram is shown below on Figure 10.

[image: ] 
Figure 10 – LFE encoding and decoding scheme

2.6	Scene-based Audio (Ambisonics) Operation 
Coding of ambisonics signals is supported at bitrates ranging from 13.2 kbps to 512 kbps and 1st- to 3rd-order inputs throughout the bitrate range. The decoder's output can be SBA (of order 1,2, or 3), mono, stereo, binaural or multi-channel. This flexibility of input order, bitrate and output format combinations is in part achieved by the combination of covariance-based and directional analysis at different frequencies.

For the lowest 8 bands, covariance analysis with a 20 ms stride is performed at the encoder and corresponding reconstruction is performed at the decoder. For the highest 4 bands, an estimation of the parameters of a psychoacoustic model is implemented with a time resolution of 5 ms.
At the encoder, the covariance-analysis metadata for the higher bands are estimated from these model parameters and combined with the directly calculated metadata for the lower bands. Based on these metadata, a downmix to 1 to 4 channels (dependent on bitrate) is obtained. The downmix channels are then coded with the appropriate core coder (SCE for 1-channel downmix, CPT for 2-channel downmix or MCT for 3- and 4-channel downmix). 

At the decoder, the downmix channels plus the metadata are received. The latter comprise the transmitted covariance-analysis metadata and model parameters  for the lower and higher bands, respectively. These metadata are used to reconstruct the HOA signal and render to the requested output format. In this, the psychoacoutic model parameters for the 8 lower frequency bands are estimated from the reconstructed audio channels. The model-based reconstruction allows for the output SBA order on the decoder side to be higher than the input order on the encoder side.

Low-latency operation (less than or equal to 38ms end-to-end) is achieved by using a very-low-latency 1ms MDFT-based filterbank at the encoder and a 5ms CLDFB-based filterbank at the decoder, which additionally enables the type of signal modifications that are necessary for rendering to a broad variety of output formats. A high-level signal flow is shown on Figure 11 below.


 
  [image: ]

Figure 11: High-level block diagram of SBA format encoding and decoding, using 256kbps HOA3 input operation as an example.

At 256 kbit/s for FOA operation, an optional mode based on adaptive principal component analysis (PCA) is also provided to remove remaining transport channel redundancy and improve coding efficiency.
2.7	Metadata-assisted Spatial Audio (MASA) Operation
The IVAS candidate codec supports coding of metadata-assisted spatial audio (MASA), a parametric spatial audio format developed as part of the IVAS WI. This format is specifically optimized for the direct immersive audio capture from smartphones and other form factors that can be unsuitable for dedicated spherical microphone arrays.
The MASA format is based on 1-2 audio channels and associated metadata that is provided for each audio frame. The MASA spatial metadata describes the spatial audio characteristics of the captured immersive audio using several spatial parameters including spatial direction information, directional and non-directional energy ratios, and two types of coherence information. The spatial metadata is provided in each frame according to a time-frequency resolution of 4 subframes and 24 frequency bands. The MASA descriptive metadata provides additional information relating to the creation and understanding of the MASA audio signal.
The coding in this operation is based on compression of the metadata exploiting detected redundancies and prioritization of selected parameters at each bit rate. The 1 or 2 audio transport signals are coded using the IVAS mono and stereo coding capabilities. A joint bit rate allocation between these two coding blocks is based on a metadata analysis and simplification processing.
The MASA format can be flexibly rendered for binaural or loudspeaker reproduction, including mono and stereo playback. Rendering to Ambisonics is also supported. Furthermore, decoded MASA format bitstream can be directly output from the decoder without rendering as a fully compliant MASA format output for further processing.
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Figure 12: High-level block diagram of MASA format encoding and decoding


2.8	Combined Formats for ISMs and MASA/SBA
The IVAS candidate codec supports combined input format of ISMs and MASA, and of ISMs and SBA.  

The block diagram for the combined ISM and MASA input format is presented in the figure below, in Figure 13. This combined format is dubbed OMASA (Objects with Metadata-Assisted Spatial Audio) and referred as such in the following. The input consists of N independent objects with associated metadata and the 1 or 2 transport channels of MASA and the associated metadata. The encoding configuration for OMASA is decided based on the codec bitrate and the number of objects. There are 4 encoding configurations designed such that the encoded output quality is optimal. Based on the decided configuration a combination of one audio channel pair with MASA metadata is encoded as MASA format data and M = 0, 1, or all N objects are encoded within ISM format encoding framework. When one or more objects are encoded, the bit rate allocation between the object(s) and the MASA format data is adaptively decided at each frame based on the audio content.

[image: ]
Figure 13: Encoder Block Diagram for combined ISM and MASA format (OMASA).

The combination of ISM (objects) and SBA is, analogously, called OSBA. There are two different operation modes for this type of input: a low- and a high-bitrate one. The high-bitrate mode starts from 256 kbps.

In the low-bitrate mode the objects are pre-rendered into the SBA input, which is then processed in exactly the same way as in the regular SBA mode. 

The high-bitrate mode features separate coding of the objects. Specifically, the object metadata are encoded in the same way as in regular ISM and written into the bitstream alongside the SBA metadata. The object audio channels are input to MCT together with the downmix channels of the SBA coder. Therefore, the efficient bit allocation techniques of MCT are applied to all coded audio channels together. On the decoder side, the object can then be rendered to the requested output format. For example, the TD binaural renderer can be employed for this purpose.

[image: ]
Figure 14: Encoder Block Diagram for combined ISM and Scene-based audio (OSBA) at high bitrates.
2.9	Discontinuous Transmission (DTX)
DTX is a functionality of operation where the encoder encodes speech frames containing only background noise with a lower bit rate and lower packet frequency than normally used for encoding speech. A terminal and the network may adapt their transmission scheme to take advantage of the smaller frames and higher frame interval to reduce power consumption, average bit rate and network activity. The discontinuous transmission (DTX) functionality of the IVAS candidate includes voice activity detection (VAD) and comfort noise generation (CNG). DTX functionality is supported for IVAS operation modes, i.e., audio formats and bit rates, that are especially optimized for efficient stereo and immersive conversational voice transmissions. 

The size of the SID frames for EVS interoperable modes is unchanged relative to EVS, 48 bits for EVS primary modes. For IVAS modes, the SID frame size is 104 bits. The default SID frame interval is once per 8 frames, but other update intervals are also supported.  
3.	 Encoder
3.1	General 
 The IVAS candidate codec encoder expects mono, stereo, objects, multichannel, ambisonics, MASA, combination of objects and MASA, or combination of objects and SBA as input audio channels. In case of objects or MASA, also input metadata are expected. The encoder analyzes the scene, derives the spatial audio parameters, and downmixes the input channels to so called transport channels which are subsequently processed by the encoding tools. These tools comprise Single Channel Elements (SCE comprising one core coder), Channel Pair Elements (CPE comprising two core-coders), and Multichannel Coding Tool (MCT comprising a joint coding of multiple core-coders) while core-coder is inherited from the EVS codec with additional flexibility and variable bitrate.
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Figure 15: Encoder Data Flow from input data to IVAS bitstream
 
4	 Decoder
4.1	General
The IVAS candidate codec’s decoder processes the received bitstream and outputs the audio channels in one of the following formats: mono, stereo, objects, multichannel, FOA, HOA2, HOA3, loudspeaker rendering, binaural rendering, binaural rendering with a room effect. 

[image: ]
Figure 16: Decoder Data Flow from IVAS bit stream to output data
4.2	Bit Stream Decoding
The decoder receives all quantized parameters and generates a synthesized signal. Thus, for the majority of encoder operations it represents the inverse of the quantized value to index operations.
As EVS, for the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the decoder is configured to generate an improved synthesized signal from the AMR-WB bitstream. For EVS decoding the bit stream decoding functions are equivalent to EVS. IVAS is considered a new bit stream that shall be signaled to the decoder, i.e., whether to operate in EVS (mono) mode or IVAS mode.
4.3	Packet-Loss Concealment (PLC)
The IVAS candidate includes an error concealment scheme for erroneous or lost frames. 
Frames may be erroneous due to transmission errors or frames may be lost or delayed due to packet loss in a transport network.
To mask the effect of erroneous/lost frames, the decoder shall be informed about such frames by external triggers or the integrated jitter buffer management to initiate error concealment actions leading to generation of substitution frames for the decoded/rendered audio output that resemble a plausible signal.
4.4	Jitter-Buffer Management (JBM)
The IVAS candidate includes an adaptive jitter buffer algorithm that is based on the scheme available in EVS to adapt the buffer depth based on the jitter statistics to maintain a low late loss rate while keeping the delay short. Part of this scheme is frame-based and sample-based time-scaling, where the IVAS candidate adds an integrated scheme for sample-based time-scaling that operates before rendering, allowing for lower complexity than if operated at the very end as the original EVS scheme. The rendering is adapted based on the performed time-scaling on the audio. With formats containing transmitted metadata, the metadata is also adapted based on the performed time-scaling on the audio.
[image: ]

Figure 17: Jitter Buffer Management using time-scaling before rendering
4.5	Output Signal Resampling
In cases where the sampling rate of the quantized signal deviates from the output sampling rate specified in the command line, sampling rate adaptation is applied to convert to 16kHz, 32kHz or 48kHz sampling rate. For EVS operation, 8 kHz sampling rate is also supported.
4.6	Rendering
4.6.1	General
IVAS rendering is the process to generate the IVAS audio output in the same or a different audio format than the input format, whereby in some cases, such as stereo-to-stereo, there is no particular rendering processing other than the decoding. The IVAS decoder provides integrated binaural rendering functionality for headphone reproduction including head-tracking and integrated rendering for loudspeaker reproduction. The IVAS renderer also supports head-tracked binaural rendering in a split rendering fashion moving the bulk of the processing load for IVAS decoding and rendering to a (more) capable node/UE while offloading the final rendering device. There is also the possibility to feed the IVAS decoder output to a customized external renderer while bypassing the integrated renderer.
IVAS rendering can also be operated stand-alone, i.e., without prior IVAS encoding/decoding of the input audio signal.
4.6.2	Rendering for Loudspeaker Reproduction
All formats supported by the IVAS decoder can be rendered for loudspeaker reproduction. In case of multi-channel decoding, the format may already be the target format or alternatively table entries with multi-channel conversion gains are used. For scene-based, MASA and object-based audio the spatial audio data needs to be mapped to the loudspeaker positions of the loudspeaker setup (e.g., 5.1 or 7.1.4). Depending on the decoded format amplitude panning is employed, with either the vector-base amplitude panning (VBAP) scheme (using triangles) or an improved edge-fading amplitude panning (EFAP) scheme (using polygons). Specifically for scene-based audio, the ALLRAD loudspeaker decoding scheme is used with EFAP.
4.6.3	Rendering for Headphone Reproduction (Binaural Rendering)
4.6.3.1	Multi-Channel Audio
Binaural rendering for multi-channel audio is handled with different binaural rendering techniques depending on the used encoding technique for the bitrate and channel layout, the presence of request for room effect, and the presence of active orientation tracking. The binaural renderer technique selection is based on the multi-channel coding tools (which depend on bit rate), whether head-tracking is enabled, depending on HRTF/BRIR, optimal selection quality and complexity for the specific situation. The techniques used include all the provided rendering techniques, namely, CREND, TDREND, FastConv, and ParamBin. These are further described below in course of other formats.
4.6.3.2	Scene-based audio
Binaural rendering from SBA bitstreams can be achieved using the FastConv and ParamBin renderers. For low bitrates < 96 kbps, the ParamBin renderer (described in MASA rendering section) is activated, whereas the FastConv renderer handles binaural output at high bitrates. 
With the ParamBin renderer, the complexity of the reconstruction of the HOA signal can be avoided. Instead, the directional information transmitted in the bitstream can be exploited to directly generate the binaural output.
When the FastConv renderer is selected, the rendering can be performed directly in the CLDFB domain, where also the upmix to FOA or planar HOA and the model-based reconstruction of the HOA signal are implemented, thereby avoiding the need for an extra synthesis step before the binauralization.
The model-based approach also allows for an optimization of the head rotation. The expensive matrix multiplication in the SHD can be restricted to lower orders by applying the rotation to the model parameters prior to the synthesis of the higher order channels.
4.6.3.3	MASA
Binaural rendering for MASA format is performed in the CLDFB domain using the parametric binaural (ParamBin) renderer. The parametric binaural renderer uses a covariance rendering approach from input channels to output channels in the CLDFB domain. . The principle is that an optimal mixing solution is obtained from input to output by solving a mixing matrix that achieves a target covariance using the input signals and decorrelated versions of the input signals. The input covariance matrix is formed from a set of prototype signals obtained from the decoded transport signals. The target covariance matrix is constructed based on a set of metadata (source directions, direct to total energy ratios, and coherence parameters), input signal energies, HRTF filters, and orientation information. The solved mixing matrix is used to obtain output binaural signals. This mixing matrix solution is done for each time-frequency slot on a time-frequency resolution of 5 ms subframe and up to 60 frequency bands (depending on output sample rate). BRIR or room effect is reproduced using an efficient reverb effect directly in the CLDFB domain.
4.6.3.4	ISMs
The encoding of ISMs within the IVAS codec depends on the bit rate. For 24.4 kbps and 32 kbps with 3 or 4 objects, an efficient parametric representation is used for the audio channels. For the remaining operating points, the objects are encoded as discrete audio channels. For binaural rendering of the parametric approach the parametric binaural (ParamBin) renderer is applied.

For the discrete ISM operating points the TDREND is used for HRTFs and CREND is used for BRIRs. For TDREND wit HRTFs, the audio channels are decoded and passed through an HRTF filtering module described in Figure 18. The metadata and head tracking information is fed to the HRTF model, which produces an Inter-channel Time Difference parameter (ITD) and a set of filters to model the binauralization for the left and right channels. An ITD synthesis module creates the desired time difference, and the filtering is implemented by time domain convolution. If several objects are rendered, the process is repeated for each object and added together.

Figure 18: Binaural rendering of discrete ISMs.
For BRIRs, a pre-conversion is performed by panning the audio objects to the 7_1_4 format using EFAP and then rendering is performed as in the Multi-Channel audio format case with CREND.
4.6.3.5	Combined formats
In case of combined formats (MASA and ISMs or SBA and ISMs), the binaural rendering is performed using the existing rendering methods for the underlying separate formats depending on the transmitted signals. This allows for optimal quality and performance equal to the separate coding of the underlying formats.
4.6.3.6 	Binaural Reverb Synthesis
The IVAS decoder/renderer supports reverb synthesis for room acoustic simulation for binaural rendering. Both late reverb and spatialized early reflection synthesis solutions are available.

The late reverb driven by the set of parameters comprising of:
· RT60 – indicating the time that it takes for the reflections to drop 60 dB in energy level,
· DSR – diffuse to source signal energy ratio,
· Pre-delay – delay at which the computation of DSR values was made. Can be interpreted as the threshold between early reflections and late reverberation phase.
The reverb parameters can be read from a rendering configuration file, default data from ROM will be used otherwise. Both RT60 and DSR values are provided per frequency band using default or custom frequency grids. The reverb characteristics match those of the direct path HRTF, to ensure consistent reverberation effect.  
[bookmark: _Int_DBCgfRqd]Spatialized, rotation-responsive early reflections can be added to multichannel input. The early reflections part is driven by a number of parameters including:
· 3D rectangular room dimensions, absorption coefficient per wall,  listener origin (optional),  
· Low-complexity mode (optional) – favors efficient early reflection rendering over spatial accuracy
Figure 19 illustrates main reverberation properties with relevant reverberation synthesis control parameters indicated.
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Figure 19: Simple representation of the main reverberation properties

4.6.3.7	Head Orientation Tracking and Orientation Control
In addition to supporting head rotation processing, the IVAS candidate provides input for non-listener dependent orientation control data (e.g., external and reference orientation inputs). These additional scene orientation controls can originate, e.g., from TX or RX UEs, user interface inputs, orientation vectors, etc. Adaptive long-term average head orientation can be used as a reference to efficiently compensate for involuntary rotations. The external orientation data can be used for inputs that are intended, e.g., to bypass the adaptive long-term averaging. In the processing, the external and reference orientations are combined with the (processed) head rotation data. The combined rotation is applied in the rendering to create the final rotated output.
4.6.3.8	Default HRTF and BRIR Set
The IVAS candidate supports the default HRIR / BRIR set for binaural rendering specified in Annex B of IVAS-4. The output configurations are BINAURAL and BINAURAL_ROOM. The associated internal representations for rendering as pre-stored in ROM and used by default if no external set is provided in the decoder/renderer command line.
In addition, the IVAS candidate supports the provision of external HRIR / BRIR from the decoder/renderer command line. Conversion scripts will be provided to convert from raw HRTF / BRIR sets to binary files representing codec internal representations for rendering.
5	Software
The IVAS Codec Candidate of the IVAS Codec Public Collaboration provides a software package as C source code that follows the ISO/IEC C99 rules for a good trade-off of compiler support and strict code rules to facilitate quick implementation on target platforms. All development of the IVAS Codec Public Collaboration happened publicly, which includes traceability of code changes, issues and their discussion and further information related to the project on a Wiki [7]. Software is made available as floating-point, using single-precision floating-point types to a high degree. Fixed-point software is expected for the future within the scope of the 3GPP project as outlined in IVAS-6.

6	 Conclusion/Summary
The IVAS Codec Candidate of the IVAS Codec Public Collaboration [7] is a solution meeting the work item objectives [5], fulfilling the design constraints [6] and is also expected to meet the performance requirements. Being co-developed by a large number of companies, the IVAS candidate benefitted from multiple contributions to meet the diverse set of demands. The solution bridges a gap with low-delay immersive audio communication becoming available and will also enable new upcoming 3GPP services. 
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