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Introduction
AR/MR device can provide immersive experience by combining the virtual elements and objects with physical world. This contribution takes MR device “Hololens 2” published by Microsoft as an example, and discusses and analyses device information relevant to user experience of AR/MR service.
AR/MR device-related QoE metrics
Microsoft has published MR product “Hololens 2” as the below figure.
[image: HoloLens 2 头戴显示设备的侧视图特写]
Figure 2-1: Microsoft MR product “Hololens 2” [2]
Its device property information are listed as below table 2-1 [2]:
Table 2-1 Device property information of “Hololens 2”
	Category
	Property
	Specifications

	Display
	Optics
	See-through holographic lenses (waveguides)

	
	Resolution
	2k 3:2 light engines

	
	Holographic density
	>2.5k radiants (light points per radian)

	
	Eye-based rendering
	Display optimization for 3D eye position

	Sensors
	Head tracking
	4 visible light camera

	
	Eye tracking
	2 IR cameras

	
	Depth
	1-MP time-of-flight (ToF) depth sensor

	
	IMU
	Accelerometer, gyroscope, magnetometer

	
	Camera
	8-MP stills, 1080p30 video

	Human understanding
	Hand tracking
	Two-handed fully articulated model, direct manipulation

	
	Eye tracking
	Real-time tracking

	
	Voice
	Command and control on-device; natural language with internet connectivity

	
	Windows Hello
	Enterprise-grade security with iris recognition

	Environment understanding
	6DoF tracking
	World-scale positional tracking

	
	Spatial Mapping
	Real-time environment mesh

	
	Mixed Reality Capture
	Mixed hologram and physical environment photos and video



The above parameters are not needed to be observed or measured since they are inherent device features. Some property information have impacts on user experience, e.g. resolution, hand tracking, eye tracking, spatial mapping…, which are the part of AR/MR device-related QoE metrics. 
Detailed QoE metrics
For AR/MR terminals, the UE can get the system properties by xrGetSystemProperties function defined in openXR [3]. The structure of xrGetSystemProperties is defined as below [3]:
[image: ]
Figure 2.1-1: Structure of xrGetSystemProperties function [3]
The properties points to an instance of the XrSystemProperties structure, that will be filled with returned information, and the XrSystemProperties structure is defined as [3]:
[image: ]
Figure 2.1-2: Structure of XrSystemProperties [3]
The “next” is NULL or a pointer to the next structure in a structure chain, such as XrSystemEyeTrackingPropertiesFB, XrSystemHandTrackingPropertiesEXT, XrSystemSpatialEntityPropertiesFB…
The XrSystemEyeTrackingPropertiesFB structure is defined as below in [3]:
[image: ]
Figure 2.1-3: Structure of XrSystemEyeTrackingPropertiesFB [3]
The “supportsEyeTracking” is an XrBool32, indicating if the current system is capable of receiving eye tracking input. So, eye tracking capability can be got and indicated from the runtime when the AR/MR terminals check the value of “supportsEyeTracking”. When the value is true, the user may get a better experience in comparison with the case that AR/MR UE doesn’t support eye tracking capability.
The XrSystemHandTrackingPropertiesEXT structure is defined as below in [3]:
[image: ]
Figure 2.1-4: Structure of XrSystemHandTrackingPropertiesEXT [3]
The “supportsHandTracking” is an XrBool32, indicating if the current system is capable of hand tracking input. So, hand tracking capability can be got and indicated from the runtime when the AR/MR terminals check the value of “supportsHandTracking”. When the value is true, the user may get a better experience in comparison with the case that AR/MR UE doesn’t support hand tracking capability.
The XrSystemSpatialEntityPropertiesFB structure is defined as below in [3]:
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Figure 2.1-5: Structure of XrSystemSpatialEntityPropertiesFB [3]
The “supportsSpatialEntity” is an XrBool32, indicating if spatial entities are supported by the system. An application can inspect whether the system is capable of spatial entity operations by extending the XrSystemProperties with XrSystemSpatialEntityPropertiesFB structure when calling xrGetSystemProperties. The XR_FB_spatial_entity can provide the XrSpatialAnchorCreateInfoFB whose structure is defined as in [3]:
[image: ]
Figure 2.1-6: Structure of XrSpatialAnchorCreateInfoFB [3]
The space entity identifies world-locked frames of reference. It enables applications to persist the real world location of content over time and contains definitions. The spatial mapping capability can be got and indicated from the runtime when the AR/MR terminals check the value of “supportsSpatialEntity”. When the value is true, the user may get a better experience in comparison with the case that AR/MR UE doesn’t support spatial mapping capability.
Base on the above analysis, the QoE metrics relevant with AR/MR device as listed in Table 2.1-1 is necessary for assessment of device impact on user experience.
[bookmark: _Ref502062539]Table 2.1-1: QoE metrics relevant with AR/MR device
	Key
	Type
	Description

	DeviceInformationList
	List
	A list of device information objects.

	
	Entry
	Object
	A single object containing new device information.

	
	
	resolution 
	Object
	Display resolution for each eye

	
	
	
	videowidth
	Integer
	Number of pixels in display width

	
	
	
	videoheight
	Integer
	Number of pixels in display height

	
	
	eyetrackingCapability
	Boolean
	Indication of end device eye tracking capability.

	
	
	handtrackingCapability
	Boolean
	Indication of end device hand tracking capability.

	
	
	spatialmappingCapability
	Boolean
	Indication of end device spatial mapping capability.

	
	
	…
	
	



Additional AR/MR device-related QoE metrics are FFS.
Proposal
We propose to agree with AR/MR device-related QoE metrics and capture section 2.1 into the TR 26.812.
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// Provided by XR_VERSION_1_0

XrResult xrGetSystemProperties (
Xrlnstance instance,
XrSystemId systenld,
XrSystemProperties* properties) ;
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typedef struct XrSystemProperties {

XrStructureType type;
voids next;

XrSystemId systenld;

uint32_t vendorId;

char systemName [XR_MAX_SYSTEM_NAME_SIZE];
XrSystemGraphicsProperties  graphicsProperties;
XrSystemTrackingProperties  trackingProperties;

} XrSystemProperties;
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// Provided by XR_FB_eye_tracking_social
typedef struct XrSystemEyeTrackingPropertiesFB {
XrStructureType  type:
void¥ next;
XrBool32 supportsEyeTracking;
} XrSystemEyeTrackingPropertiesFB;
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// Provided by XR_EXT_hand_tracking

typedef struct XrSystemHandTrackingPropertiesEXT
frStructureType  type;
voids next;
XrBool32 supportsHandTracking;

} XrSystemHandTrackingPropertiesEXT;
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// Provided by XR_FB_spatial_entity

typedef struct XrSystemSpatialEntityPropertiesFB
XrStructureType  type:
const void# next;
XrBool32 supportsSpatialEntity;

} XrSystemSpatialEntityPropertiesFB;
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// Provided by XR_FB_spatial_entity
typedef struct XrSpatialAnchorCreateInfoFB {
XrStructureType  type:

const void* next;
XrSpace space;
XrPosef poseInSpace;
XrTime time;

} XrSpatialAnchorCreateInfoFB;




