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1 Introduction
This contribution proposes several updates to AI/ML work in MPEG WGs (section 2.2) and Examples of split point references (section 8.2.1) in the latest version of the permanent document (v0.7).
2 Changes
2.2	AI/ML work in MPEG WGs
MPEG currently has two working groups studying coding technologies optimized for machine vision tasks. Name of the group in WG02 is: Feature Compression for Video Coding for Machines (FCVCM), and the name of the group in WG04 is Video Coding for Machines (VCM). One of the main differences between two groups is that the inputs to the encoder of VCM are videos or images, while the inputs to the encoder of FCVCM are features extracted from the video.

VCM has issued a Call for Proposals (CfP) in Apr. 2022, and is currently performing Core Experiments (CE) to decide what should be included in the reference software. FC_VCM, on the other hand, is in a relatively earlier stage. It issued a CfP in April. 2023, and the CfP will be evaluated in October. 2023.

2.2.1	MPEG Feature Compression for Video Coding for Machine (FC_VCM)
In the MPEG Requirements Working Group which explores new market needs, an ad-hoc group has been created to study the optimization of the Compression of Features in the context of Video Coding for Machine tasks (FC-VCM). 
Intermediate data can consist of large tensors of floating-point values, which would require very large bitstream over 5G to enable split inference between the network and the UE. Therefore, compression may be required in this scenario. The FC_VCM encoder and the FC_VCM decoder would then be part of the intermediate delivery function and intermediate access function, respectively.
Figure 2.2.1-1 illustrates the considered pipeline where, like in the current study, a first part of the Neural-Network-based algorithm is split into two parts. The intermediate features are first encoded on the sender side and embedded in a bitstream, which is decoded at the receiver before inferring the second part of the Neural Network. 
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[bookmark: _Ref126187396]Figure 2.2.1-1: FC-VCM pipeline

This standard, which targets use-cases matching the proposed Intermediate data transfer, is expected to be finalized by the end of 2025. 
The current baseline considers the use of traditional video compression methods, e.g., the latest H.266/VVC standard, to encode the features that are processed and packed into input frames to the codec. The activity has just started, and new methods are going to be proposed. As the AI models considered in this study rely on Neural Networks, it can be envisioned to optimize the compression of the intermediate features using trained auto-encoders as well, to minimize the size of the bitstreams to be transmitted over 5G, while conserving an acceptable accuracy of the inferred models.

2.2.2	MPEG Video Coding for Machine (VCM)
In the MPEG Video Working Group which explores video coding technologies, an ad-hoc group has been created to study the optimization of the Video Coding for Machine tasks (VCM). 
Traditional coding methods aim for the best video under certain bit-rate constraints for human consumption. However, with the rise of machine learning applications, along with the abundance of sensors, many intelligent platforms have been implemented with massive data requirements including scenarios such as connected vehicles, video surveillance, and smart city. 
The sheer quantity of data being produced constantly leads previous methods with a human in the pipeline to be inefficient, and unrealistic in terms of latency and scale. There are additional concerns in transmission and archive systems which require a more compact data representation and low latency solution.
Figure 2.2.1-1 illustrates the considered pipeline where, like in the current study, videos are embedded in a bitstream, which is decoded to either a reconstructed video or a representation of the input video before inferring the task neural network. 
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Figure 2.2.2-1: VCM pipeline


8.2.1.1	Feature Maps used in MPEG VCM (Video Coding for Machines) Track 1
The pipeline that is considered for feature compression for video coding for machines track 1 on video coding for machine-only vision tasks is as follows:
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The video is first analyzed to extract the feature maps, which will be compressed by FC_VCM. For the anchors, which are used for comparison purposes, the VVC video codec is then used to compress the feature maps. Some pre-processing maybe needed, for example to pack all channels of the feature map into a single atlas map. VCM proposals will be measure against this basic approach.
Task networks and corresponding split points that are currently used in the Common Test Conditions for FC_VCM are:
· Mask R-CNN p-layer split point for object segmentation,
· Faster R-CNN p-layer split point for object detection, and
· JDE-1088x608 Darknet-53 split point for object tracking.
Anchor Results for each task and split point are described by the following graphs:
[image: ]
8.2.1.1 – Figure 1: Instance Segmentation on OpenImages dataset using Mask R-CNN P-layer split point
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8.2.1.1 – Figure 2: Object Detection on OpenImages Dataset using Faster R-CNN P-layer split point
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8.2.1.1 – Figure 3: Object Detection on SFU Dataset using Faster R-CNN P-layer split point
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8.2.1.1 – Figure 4: Object Tracking on TVD Dataset using JDE Darknet-53 split point
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8.2.1.1 – Figure 5: Object Tracking on Hieve Dataset using JDE Darknet-53 split point
The group selected 4 popular networks, covering the typical computer vision tasks. The selected networks and the corresponding split points are summarized by the following table:
	Designation
	Network
	Split Point

	EE1.1
	X101-FPN
	Stem layer split point

	EE1.2
	
	P-layer split point

	EE1.3
	YOLOv3
	custom split point (layers 75, 90, 105)

	EE1.4
	
	DarkNet-53 split point



The anchor results are described by the following figure:
[image: ]


3 Proposal
We propose to include the updates in section 2 and 8 of this contribution into the next version of the permanent document.




image3.png
50

0

o

&

50

mAP (%)

o

0

2

10

02

mAP (%) vs BPP

—— e
—e—Festure anchor
—o—Video/Image anchor
—e—response

0s 06 08 1 12 14 16

8PP




image4.png
50

0

o

&

50

mAP (%)

o

0

2

10

02

mAP (%) vs BPP

0s

06

08 1
8PP

12

—e—Festure anchor
—o—Video/Image anchor

—e—response

14 16




image5.png
50

s

w0

3s

0

MAP (%)

2

15

10

1000

2000

mAP (%) vs Kbps

s000

5000

7000

000

000

—e—Festure anchor
—o—Video/Image anchor

—e—rResponse.




image6.png
MOTA (%)

MOTA (%) vs Kbps

&

50 o

w0

2

10

o 1000 2000 3000 000 sw00
Kbps.

—e—Festure anchor
—o—Video/Image anchor

—e—rResponse.

5000 7000




image7.png
MOTA (%)

3s

0

2

2

15

10

2000

000

MOTA (%) vs Kbps

—e—Festure anchor
—o—Video/Image anchor

—e—response

&0 000 10000 12000
Kbps




image8.png
mAP

Openlmages - Detection

0.8 4

0.7

0.6

0.5

0.4

0.3

0.2

0.1+

——

EE1.1: X101-FPN stem split
EE1.2: X101-FPN P-layer split
EE1.3: YOLOvV3 custom split
EE1.4: YOLOV3 DN53 split
VTM-12.0 anchor

X101-FPN uncompressed
YOLOV3 uncompressed

0.0

0.5

1.0 15 2.0 2.5 3.0 35
BPP





image1.emf
Video

Neural

Network
Task (part 1)

VCM

encoder Bit
= stream
eatu_re
Encoding

VCM decoder

Feature

Reconstructed
Feature

Decoding

Neural
Network Task
(part 2)










VCM 

encoder

VCM decoder

Neural 

Network Task 

(part 2)

Video

Bit 

stream

Reconstructed 

Feature

Feature 

Encoding

Neural 

Network 

Task (part 1)

Feature 

Decoding


image2.png
Video

Machine

Feature

Feature

Video Encoder

Bitstream

e
bart)

Conversion

Video Decoder

Feature Inverse
Conversion

Feature

Machine

Inference

Analysis
(Part3)

Resuts




