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--------------------------------------------- Begin change ------------------------------------------------------------------------

9	QoE Metrics
9.1 General

[Editor’s note: related WID objectives
Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
Specify additional relevant KPIs and simple QoE Metrics for AR media]
9.2 Client reference architecture
[bookmark: _Toc36232203][bookmark: _Toc73529626][bookmark: _Toc73530965][bookmark: _Toc74859434][bookmark: _Toc74907371][bookmark: _Toc130466106]9.2.1	Architecture
The XR client reference architecture, shown below in Figure XXX-1 is based on the XR Baseline Client architecture in Figure 4.3.1-1. It also contains a number of observation points where specific metric-related information can be made available to the application. The application can use and combine information from the different observation points to calculate more complex metrics.



Figure XXX-1 – Observation points in client reference architecture
		
9.2.2	Observation Point 1
Observation point 1 (OP-1) is derived from the XR Runtime API which exchanges information between the XR Runtime and the XR Source Management/Presentation Engine. The OP-1 which corresponds to the IF-1, is implemented as an API-1 that exposes functions provided by the XR Runtime. An example of this API is the Khronos OpenXR API.
9.2.3	Observation Point 2
Observation point 2 (OP-2) collects information at the input of the Scene Manager. The OP-2 corresponds to the IF-10 for information coming from the application and the IF-9 for data received from the Media Access Function.
9.2.4	Observation Point 3
Observation point 3 (OP-3) is derived from the API which exchanges information between the Media Access Function and the 5G System. It corresponds to the IF-4 interface.
9.2.5	Observation Point 4
[bookmark: _Hlk135131125]Observation point 4 (OP-4) is derived from the API which exchanges information between the XR Source Management and the Media Access Functions. It corresponds to the IF-3 interface.
9.2.6	Observation Point 5
Observation point 5 (OP-5) collects information between the Scene Manager and the Presentation Engine.
9.3 Split rendering reference architecture
For split rendering architecture, the scene management and the rendering are done in the edge or cloud. Figure XXX-2 shows the architecture with the Observation points that are defined in the Split Rendering Server (SRS) to measure the QoE Metrics.

[image: ]
Figure XXX-2 – Observation points in split rendering reference architecture
9.2.3 Observation Point 5 in split rendering server
Observation Point 5 in Split Rendering Server (OP-5-SRS) collects information between the Scene Manager and the Presentation Engine in the Server. This observation point OP-5-SRS is relocated from the Client device to the server side.
9.2.4 Observation Point 6 in Split Rendering Server
Observation Point 6 in Split Rendering Server (OP-6) collects information between the 5G-system and the Media Application Server (AS).
9.2.5 Observation Point 7 in split rendering server
Observation Point 7 in Split Rendering Server (OP-7) is derived from the API which exchanges information between the Application in the Server and the Media AS.
 9.3 Metrics Definitions
9.3.1	General 
9.3.2	Typical Latencies in AR Services and delay Measurements
The delays and latencies in an XR application are critical to ensure a high QoE. The latencies and roundtrip delays involved in an XR application are:
· pose-to-render-to-photon latency being less than 50-60ms
· roundtrip interaction delay: as small as 50ms
The metrics collected at the different observation points allow the measurement of different latencies, depending on where the rendering is done, locally or in the server. It is ultimately relevant that in case of networking the rendering loop, the processes in the loop are executed such that the end-to-end latency requirements for the pose-to-render-to-photon latency are ensured. 

9.3.2.1	Timestamps and observation points 
The timestamps collected at the observation points are listed in Table YYY-1.
Table YYY-1 Timestamps definition and collection.
	
Timestamp
	
Definition
	Observation Point / Interface

	
	
	Client ref architecture
	Split rendering architecture

	pose prediction time (T1)
	The time when the viewer pose prediction is made. It corresponds to the time when the predicted viewer pose is collected using the XR runtime API-1 by the application or the XR Source Manager.
	OP-1 / IF-1a
	OP-1 / IF-1b

	pose transmission time (T1’)
	The time when the pose, or a group of poses, is sent from the device to the split rendering server
	Not Applicable
	OP-3 / IF-4

	lastChangeTime
	The time when the user action is made. It corresponds to the lastChangeTime field in the action information defined as the timestamp of the last change to the state of the action.
	OP-1 / IF-1a
	OP-1 / IF-1b

	sceneUpdateTime (T6)
	The time when the Scene Manager starts to update the 3D scene graph according to the viewer pose and the user actions.
	OP-2 / IF-10
	OP-7 / Not Defined

	startRenderTime (T3)
	The time when the renderer starts to render the scene according to the viewer's pose.
	OP-5 / IF Not Defined
	OP-5-SRS / IF Not Defined

	SRS-output-time (T5)
	The time information at the output of the Split Rendering Server (SRS).
	Not Applicable
	OP-6 / Not Defined

	predicted displayTime (T2.actual)
	It is the expected display time of the rendered frame in the swapchain. The display time is available through the XR runtime.
With OpenXR, the frame’s predicted display time is reported by xrWaitFrame in XrFrameState.predictedDisplayTime.
	OP-1 / IF-1c
	OP-1 / IF-1c



9.3.2.2	Delay Measurements 
Using all the timestamps collected at the Observation Points, the application may compute the delays and latencies listed in the Table YYY-2.
Table YYY-2 Delays and latencies computation
	Name
	Definition
	Computation

	pose-to-render-to-photon
	The time used to provide the pose information from the XR runtime to the renderer and the renderer using this pose to generate the displayed media. The final pose correction to the latest pose may always be done in the XR runtime.
	T2.actual – T1

	roundtrip-interaction-delay
	The time duration between the moment at which a user action is initiated and the time such an action is presented to the user. 
This delay is the sum of the age-of-content and the user-interaction-delay.
	T2.actual – lastChangeTime

	render-to-photon-delay
	The time duration between the start of the rendering and the display of the rendered frame to the user.
	T2.actual – T3

	user-interaction-delay
	The time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine in the scene manager.
	T6 – lastChangeTime

	age-of-content
	The time duration between the moment the content is created in the scene by the Scene Manager and the time it is presented to the user. 
	T2.actual – T6

	server processing delay
	The time duration in the SRS between the start of the scene graph update by the scene manager with the viewer pose and the output of the rendered frame
	T6 – T5

	uplink-delay
	The time duration to transmit the pose information from the device to the SRS.
	T6 – T1’

	downlink-delay
	The time duration to transmit the rendered frame from the SRS to the device.
	“Frame reception time” – T5

	overall-client-application-delay
	The overall application delay excluding the SRS processing delay 
	pose-to-render-to-photon – (T5 – T6)

	scene-update-delay
	the time spent by the Scene Manager to update the scene graph.
	T3 – T6




9.4 Metrics Collection and Reporting
9.4.1	Collection
TBD
9.4.2	Reporting
TBD
9.4.3	Reporting format
TBD

--------------------------------------------- End change ------------------------------------------------------------------------
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