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1. Introduction
The aim of this contribution is to give some addition to the current description of the “scene composition for conversational AR use cases”. This is to increase the details of the exchanged information between the UE(s), scene server and (optional) media processing entities. Further, the additions might add further clarity on the purpose and background of the scene composition.
1. Proposed textual additions
=== Change 1 ===
[bookmark: _Toc132909141]5.1 Scene Composition for conversational AR use cases
Virtual objects in an AR call need to be composited with real-world objects. Scene composition can place multiple virtual objects at varying levels of depth in the scene. Scene composition may be done by a network entity for AR two-party and multiparty calls. 
· Scene composition for two-party AR calls is simple and can possibly be handled with SDP. Some two-party use cases with multiple AR objects and multiparty calls may need to rely on glTF, MPEG scene description or other formats for defining scene composition. 
· Real-time composition of a scene can be handled by a network entity. This can be the MRF (media path) or a conference server. 
· A network entity may process multiple AR objects into a single media bitstream.  
Real-time composition of a scene may include: 
· Receiving from the participants of an AR call, their media capabilities, AR objects that are to be shared, and if the use case involved mixed realityreality, then a description of the space where the virtual scene is to be created. 
· Real-time scene composition only implies it is done when the call session is established. Updates may be possible but may not be always required. 
An example of real-time scene composition is shown in Figure 5.1.1xx, where UE-A is an AR device capable of rendering AR objects composited with real-world. The scene server is a network entity and can be part of the MRF. The other UEs are users sending AR objects for the AR call. In a real-scenario, the call can be bidirectional and the Ues would perform both functions i.e, sending media and rendering the AR experience as done by UE-A. 
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Figure 5.1.1: Real-time scene composition for AR calls

The following steps are shown in Figure 5.1.1. 
1a. UE-A that will receive AR content shares its media capabilities and a description of the user surroundings in which the scene is to be rendered. The latter may not always be required. The capabilities may include the UE-A device display resolution and potential placeholder for media elements.
1b. Ues that want to send media share media description of the AR media. The media descriptors may be based on detecting the location, orientation, and capabilities of physical world devices, eligible for usage in an audio-visual communications session.
2. The scene server creates an AR scene using the information, this may include:.
2a. identifying the placement and angle of different media elements, including a suitable resolution on the basis of the device and rendering capabilities of the receiving UE.
2b. assigning a role to (capture) devices that may be included in the audio-visual communications. Such roles may be used to place AR media objects (e.g., virtual screens, speakers, microphones, people) corresponding to the real-world position of the devices to which they have been assigned, such that the AR user correctly faces the virtual representation of users as well as the physical devices being used to record the user.
3. The scene server shares the scene description with the UEs and media processing function. The scene description may include information on the ideal suitable resolution of AR media elements and may be different for different UEs. 
4. The media stream negotiation is completed for all UEs. 
5. Media is delivered from the sender UE to the MRF which may process the media before delivery based on the scene composition e.g., mixing and/or transcoding.
6a/b. Media is delivered to the receiver UE-A (either via MRF or directly from the other UEs). 
The description of the user surroundings here defines the layout of the physical space in which the streams should be rendered, e.g., a simple mesh or a geometric primitive (cylinder or cube) that represents occlusion free space around the user. Scene composition may take into account other aspects, e.g., lower resolution streams may be rendered with greater depth from the user for a realistic experience, considering spatial description of multiple participants to create a symmetric experience etc. 
=== End Change 1 ===
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