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1. Introduction
IVAS-7a (Processing plan for selection phase) and IVAS-8a (Test plan for selection phase) are targeted for completion at this meeting.
According to IVAS-8a [1], a mix-based approach using artificially created stereo/spatial speech and separate background recordings will be used in the P.SUPPL800 experiments. This requires high-quality material for both the artificial item generation (i.e., impulse responses) and backgrounds collected by the Material Collection Entity (MC). These materials should also be sufficiently varied to guarantee good signal coverage and to avoid any “over-fitting”, which is often a significant risk with artificially generated content.
The source intends to submit original immersive recordings covering both stereo and Ambisonics (FOA/HOA) material. These material types allow for stereo, SBA, and MASA encoder input format testing in IVAS selection according to [1], [2].
This input document provides discussion on immersive recordings and a status update on impulse responses and background signal databases intended to be submitted by the source for IVAS selection phase.
Some observations, e.g., on setting suitable level for background signals are also shared.
2. Discussion
Practical recordings of spatial audio test material in general [3] and generation of spatial room impulse responses and background noises [4], [5] have been described recently. However, the big picture on what kind of materials will eventually be available is still not very clear. This information however seems necessary to progress, e.g., Test plan preparations in detail. For example, it should be understood what kind of spatial scenes (e.g., talker positions relative to microphone/listening position, in which kind of environment, etc.) will be possible/available in order to design balanced experiments with good spatial signal coverage.
It is expected that there will be a material submission process followed by selection by the MC. To enable the material submission a suitable legal framework (NDA) is currently being prepared.
This input provides information on many original audio formats and configurations for which spatial audio material could be made available. In general, varied material is needed to provide good coverage and thus a high degree of confidence in the experimental setup and results. Furthermore, there is concern in mixing artificially generated speech content and background signals from (at least substantially) different environments. In experiments, there have been found unnatural sounding combinations that can affect listener opinion. A wide and varied material selection should ensure that such issues can be mitigated.


3. Recordings and databases
The source intends to submit spatial room impulse responses (SRIR) and spatial background “noise” content for consideration for the IVAS selection tests. We provide here preliminary information for some of the recordings and databases.
3.1 SRIR environments and formats
3.1.1 Small meeting room
Impulse responses have been recorded for 3 microphone positions and 11 talker positions in a small meeting room (17 m2). Each microphone position may contain multiple microphones. The recording configuration for the room is illustrated in Figure 1.
Talker positions 1-8 are arranged clockwise around a table. In addition, there are three more talkers (9-11) in a second row behind the talker position at the table. The talkers sitting around the table face the table. The talkers in the second row face the closest microphone position (microphone position B). Genelec 8331A loudspeaker was used for playback.
From every FOA or HOA microphone position also XY and MS stereo SRIRs can be obtained. In addition, from Eigenmike positions AB stereo (ball diameter) SRIRs can be extracted. 
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Figure 1. Microphone (solid) and loudspeaker (donut) positions in the meeting room. The arrows illustrate the content/microphone orientations and the loudspeaker directions.

Microphone position A:
· FOA
· HOA2
· Wide ORTF-like stereo
· Capture orientation (front) is across the table (90° right rotation)
Microphone position B:
· FOA
· AB stereo ~0.5m distance between omnis 
· Capture orientation (front) is across the table (90° left rotation)
Microphone position C:
· Eigenmike: FOA/HOA
· Capture orientation (front) is across the table

3.1.2 Listening room
Impulse responses have been recorded for 4 microphone positions and 8 talker positions in a listening room that could also be considered as a medium-size meeting room (42 m2) with low reverberation. The recording configuration for the room is illustrated in Figure 2.
The 8 talker positions correspond to meeting participants sitting around a table. The talkers face the table. Genelec 8331A loudspeaker was used for playback.
Microphone positions A and B are almost the same, but there is enough separation to consider them separately. There are many different capture setups at these positions.
Microphone position A:
· FOA
· AB stereo
· ORTF stereo
· Capture orientation (front) is towards the sofa (90° right rotation)
Microphone position B:
· Eigenmike: FOA/HOA
· Mono (see below)
· Capture orientation (front) is towards the sofa (90° right rotation)
Microphone position C:
· HOA2
· Capture orientation (front) is towards the sofa (90° right rotation)
Microphone position D:
· FOA
· Mono (see below)
· Capture orientation (front) is towards the sofa (90° right rotation)
Microphone positions B and D:
· Large distance AB stereo (identical mono (omni) channel at each position)
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Figure 2. Microphone (solid) and loudspeaker (donut) positions in the listening room. The arrows illustrate the content/microphone orientations and the loudspeaker directions.

3.1.3 Office space
Impulse responses have been recorded for 3 microphone positions and 10 talker positions in an office space (64 m2). This room is an open plan office with sliding doors that were closed during the recordings. The recording configuration for the room is illustrated in Figure 3.
Talker positions 1-8 correspond to participants standing at their individual desks. Talker positions 9 and 10 correspond to meeting participants standing in the open space. All talkers face the center point of three microphone positions (A, B, C). Genelec 8331A loudspeaker was used for playback.
Microphone position A:
· FOA
· HOA
· Wide cardioid stereo
· Capture orientation (front) is perpendicular to the long side of the space
Microphone position B:
· FOA
· AB stereo of about 0.5 meters
· Capture orientation (front) is roughly at an angle of 80° to the long side of the space
Microphone position C:
· Eigenmike: FOA/HOA
· Capture orientation (front) is towards the far end of the space (90° left rotation)
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Figure 3. Microphone (solid) and loudspeaker (donut) positions in the office space. The arrows illustrate the content/microphone orientations and the loudspeaker directions. 

3.1.4 Car
Impulse responses have been recorded for 2 microphone positions and 5 talker positions in a C-segment sedan (Skoda Octavia, make and model very common in the country of the recording), as illustrated in Figure 4.
Microphones were placed facing opposite to the driving direction to have the talkers appear predominantly in the frontal sector of the spatial audio scene, which may provide a more pleasant and natural listening experience for the spatial call receiver. The practical microphone placement is slightly lower than what envisioned integrated capture solutions could optimally provide.
The talker positions 1-5 correspond to the front-seat passenger, three rear-seat passengers (right, center, left) and the driver in a left-hand drive vehicle, respectively. The loudspeaker (Genelec 8331A) was placed at height corresponding to head/mouth of an adult passenger at all talker positions. At each talker position the direction was furthermore adjusted at least substantially towards either microphone position A or B, as seen in Figure 4.
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Figure 4. Microphone (solid) and loudspeaker (donut) positions in the car. The arrows illustrate the content/microphone orientations and the loudspeaker directions.

Microphone position A, corresponds to spatial capture at rear-view mirror:
· Eigenmike: FOA/HOA
· Capture orientation (front) towards the back seat
Microphone position B, corresponds to spatial capture at center of the cabin (“roof-mounting”):
· FOA
· HOA
· Side pointing stereo cardioids
· Capture orientation (front) between front-seat passengers towards back seat

3.1.5 Free-field impulse responses
The source intends to measure also free-field impulse responses with similar setups as explained above to be used in combination with background signals from outdoor scenarios (e.g., street, nature, etc.).

3.2 Spatial background noises

3.2.1 Car noise
Stereo and spatial background noise has been recorded according to microphone positions A and B, as shown in Figure 4. The recording conditions were as follows:
· Car: diesel engine, summer tires, roughly constant speed (70-105 km/h depending on the exact road segment)
· Cabin: A/C off, radio/sound system off, windows closed, two-man crew (driver and audio engineer, front seats), spatial audio recording setup
· Road: dry, harsh asphalt, light-to-medium traffic with some passing cars (depending on the exact road segment)
· Air: temperature about 8°C
The following formats relevant for IVAS Selection tests are covered, and the recordings are currently in first round of internal verification:
· Stereo
· Microphone position B
· FOA
· Microphone positions A and B
· HOA3
· Microphone position A
· MASA
· Microphone positions A (1-dir/2-dir) and B (1-dir) (through Ambisonics)

Stereo can be obtained also from Ambisonics capture, e.g., additional stereo from microphone position A.
New recordings are also being considered.

3.2.2 Other background noise types
The source currently considers further noise types that include Office noise, Cafeteria noise, Street noise, Nature noise, and Event noise.
Review of existing databases, mostly FOA/HOA3 content, is ongoing. New recordings are also being considered.
4. Observations on suitable background levels
4.1 Addition of spatial background for clean conditions
While experimenting with the artificial spatial speech generation, it has been observed that clean speech conditions can have annoying noise artefacts if any background noise is present. On the other hand, even completely clean samples can result in unnatural spatial speech experience.
The first issue is the spatialization of the noise present in the clean speech item. For example, a low noise first appears from a spatial direction followed by the speech utterance. This is repeated for items from other direction. This problem can be largely mitigated with very clean items or careful trimming.
The second issue is that very clean spatial content can appear unnatural due to absence of any room during silent periods.
Thus, it is recommended to add very low “background noise” even for clean speech conditions. Based on experimentation, this could be, e.g., about 40 dB SNR. Further verification and/or views are invited.

4.2 Level of spatial backgrounds
For example, in EVS Selection testing [6], mono background noise levels of 15 dB SNR (car) and 20 dB SNR (street, office) were used. There is significant experience in setting proper background noise levels for mix-based mono speech processing.
In IVAS-8a [1], the noise level of 15 dB SNR is currently documented for stereo/immersive speech with background.
It was observed in the first experiments, conducted according to the mix-based approach using SRIRs according to clause 3.1.4 and car noise according to clause 3.2.1, that level of 10 dB SNR is more suitable than 15 dB SNR for a realistic car background that sufficiently affects tested conditions. Level of 20 dB SNR appeared already far too soft to provide a meaningful spatial background (noise).
Additional verification and/or collection of views on proper spatial background signal levels for spatial content would still seem useful.
5. Summary
This input document provides information on recordings and intended submissions for spatial audio material collection for IVAS selection phase testing. Information on available SRIRs and background signals helps to design spatial speech scenes (e.g., talker positions) for the Test plan.
Early observations relating to mix-based approach using artificially generated spatial speech and real background signals are shared:
· Firstly, the source finds that unsuitable combinations can lead to very unnatural sounding scenes, which can affect the listener opinion during experiments. Here, the recommendation is to use SRIRs and background signals from same or very similar recording setups and environments only.
· Secondly, even clean speech experiments, when using the artificial spatial speech generation, should include a background signal. This background signal should be very stable and a low level of about 40 dB SNR could be appropriate.
· Thirdly, further verification or expert views on proper spatial background signal levels for spatial content is needed. First experiments with spatial car backgrounds indicate that a proper level could be 10 dB SNR.
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