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Abstract: This paper intends to further introduce the AR/MR QoE metric of Pose Prediction Error. 
1. Introduction
In last SA4#123e meeting, it’s agreed that the viewer pose can be observed at the Observation interface 1 between the XR Runtime and the XR Source Management/Presentation Engine. In some cases, e.g., the split rendering case, the XR Runtime also needs to provide the viewer pose prediction to instruct the split rendering server to render and send back the target frame. In such case, the viewer pose prediction error can also be measured and considered as another metric, which should have impact on the user experience. 
Besides, the tracking position prediction error was proposed and agreed in last SA4#123e meeting, it’s proposed to add a detailed metric structure for the tracking position prediction error. 
2.	Proposed changes 
Change #1 (New text)
6.3.X Viewer Pose Prediction Error
In clause 6.2.1.1, the application can use xrLocateViews to retrieve the viewer pose and projection parameters needed to render. This can be monitored or observed via the Observation Point 1 and may be used to indicate the current location and orientation of the view in the space. 
When the split rendering is used, the XR Runtime may further provide a predicted viewer pose at a further time slot. For example, the xrLocateViews may also return the view and projection info for a particular display time and this time is typically the target display time for a given frame. The split rendering client may get the predicted viewer pose and send it to the application server for remote rendering. The split rendering server then based on the predicted viewer pose renders and returns the target frame. 
Based on the predicted viewer pose and the actual viewer pose, the viewer pose prediction error can be measured and derived. For example, the split rendering generally needs to send the predicted viewer pose in 200 ms in advance and the XR runtime can be requested to provide the actual viewer pose at the current time point and also the predicted viewer pose in 200ms ago.
Table 1 Viewer Pose Prediction Error
	Key
	Type
	Description

	ViewerPosePredictionErrorSet
	Set
	Set of viewer pose prediction errors.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time when the predicted viewer pose is used for.

	
	
	Pose prediction error
	Set
	The deviation between the actual and predicted pose information.

	
	
	FoV prediction error
	Set
	The deviation between the actual and predicted FoV.



Change #2 
6.3.3	Tracking position prediction error
This metric belongs to the device part, which mainly depends on the tracking position prediction accuracy.  
Tracking position prediction error mainly refers to the relative position error which indicates the deviation of the relative position in the real world and the predicted position. This can be observed at OP-1 and derived by comparing the predicated spaces locations and real space locations.
Table 2 Tracking position prediction error
	Key
	Type
	Description

	TrackingPositionPredictionErrorSet
	Set
	Set of tracking position prediction error.

	
	Entry
	Object
	

	
	
	Time 
	Integer
	The time for which the location should be provided.

	
	
	SpacePredictionError
	Set
	The deviation between the actual and predicted space location.



3.	Proposal
It is proposed to agree the clause 2 and further add those to the draft TR 26.812 as basis for future work.
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