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=====  CHANGE  =====
[bookmark: _Toc132968712]6.6.3	Multi-Video decoding Decoder interfaceCapabilities
[
AVC-HEVC-2-Dec: the capability to support two concurrent video decoding instances from any of the following profiles that are AVC-FullHD-Dec  and HEVC-FullHD-Dec.
AVC-HEVC-4-Dec: the aggregate simultaneous processing of four video decoding instances of HEVC-UHD-Dec and HEVC-8k-Dec.
HEVC-Dec-1: a compliant entity shall support the decoding of H.265 (HEVC) Main Profile level 4 bitstreams. a compliant entity should support the decoding of H.265 (HEVC) Main 10 Profile level 5 bitstreams.
HEVC-DEC-2: a compliant entity shall support the simultaneous decoding of two bitstreams that comply with media capability HEVC-DEC-1. The UE should support the simultaneous decoding of three bitstreams that comply with media capability HEVC-DEC-1.
]
HEVC-ENC-1: a compliant entity shall support the simultaneous encoding of 2 H.265 (HEVC) Main Profile level 4 bitstreams. 
HEVC-ENC-2: a complaint entity shall support the encoding of monochrome video for alpha and depth information using H.265 (HEVC) Main Profile level 4.
Editor’s note: Further study needed on the way to define the video decoding interface section, i.e. number of instances vs aggregated capabilities as 
[
Note: This text in brackets is not yet agreed. Audio experts feedback requested. Brackets will be removed at SA4#124.
The Multi-Video Decoder Capabilities are expressed by the combination of the following aspects
· MVD-HEVC-Main10-4-6.1 is defined by the support of parallel decoding of a set of up to 4 video bitstreams for which the video bitsreams fulfil the following constraints:
· The VDI HRD (as defined below) is fulfilled for the for an aggregate level of 6.1 for the set of up to 4 bitstreams with configuration 2, i.e. a common decoding buffer
· The video bitstreams all conform to Main 10 Profile of HEVC 
· SEI Message handling is done such the included metadata is available together with decoded pictures

=====  CHANGE  =====
[bookmark: _Toc132968756]9.3.5	Relevancy for MECAR
MPEG-I VDI is clearly of relevance of MeCAR functionalities to address several use cases:
- decoding and processing multiple eye buffers, possibly also a depth buffer
- decoding and processing multiple layers
- decoding and processing multiple video streams associated to 3 D objects
- decoding and processing the streams of multiple objects (possibly each with multiple streams)
Hence, beyond the capabilities of video decoding as defined in clauses 4.3.2.2 and 6.6.3, the capabilities should refer to the capabilities as defined in ISO/IEC 23090-13 using terminology and the capability descriptions according to clause 5.4.1.1
The IDL declarations of the queryCurrentAggregateCapabilities() function along with the AggregateCapabilities and PerformancePoint structures and the capabilities flags are defined as follows:
    const unsigned long CAP_INSTANCES_FLAG = 0x1;
    const unsigned long CAP_BUFFER_MEMORY_FLAG = 0x2;
    const unsigned long CAP_BITRATE_FLAG = 0x4;
    const unsigned long CAP_MAX_SAMPLES_SECOND_FLAG = 0x8;
    const unsigned long CAP_MAX_PERFORMANCE_POINT_FLAG = 0xA;

    struct PerformancePoint {
        float picture_rate;
        unsigned long width;
        unsigned long height;
        unsigned long bit_depth;
    };

    struct AggregateCapabilities {
        unsigned long flags;
        unsigned long max_instances;
        unsigned long buffer_memory;
        unsigned long bitrate;
        unsigned long max_samples_second;
        PerformancePoint max_performance_point;
    };

    AggregateCapabilities queryCurrentAggregateCapabilities (
        in string component_name,
        in unsigned long flags
);

In addition, the MAF should support 
· setting up decoder instances belonging to a same group
· setting up a configuration for the output buffer
· extended parameter settings and query such as subframe output, cropping, or timing.
In order to support these additional functionalities, MPEG has requested for an Amd.1 of the Video Decoding Interface:
	MDS22640
	00897
	Request for ISO/IEC 23090-13 AMD 1 Multi decoder profiles and other improvement
	WG 03 MPEG Systems



The objectives of the Amendment are follows:
The first edition of the Video Decoding Interface primarily supports the definition of APIs and capability signalling. However, this is not sufficient for an external specification to rely on a Video Decoding Engine functionalities. Hence, this amendment addresses the following extensions:
· aggregate capabilities including scheduling of input data provided to the decoder as well as memory and bandwidth of the decoder on the output
· Definition of a conforming group of bitstreams treated by one video decoding engine
· Definition of a conforming video decoding platform with multiple concurrent decoders
· The provisioning of signalling in order to annotate one bitstream or a set of bitstream for conformance
· The definition of a testable conformance profiles and operation for a Video Decoding engine including parameters such as codecs, profiles and levels
· The provisioning of associated data which each decoded picture for rendering 
Such a processing would for example support a concrete AR use case from MeCAR for which 4 bitstreams may be available:
· A separate video stream for left and right eye
· An alpha channel for blending
· Depth information
The information then can directly be processed in an XR Runtime that conforms to an OpenXR API. 
In order to be referenced in an external specification, VDI needs to be combined as follows:
· A video decoding interface shall be supported with the following parameters
· “Profile”: sub-sampling, bit depth (example: 4:2:0, 10 bit) 
· Aggregate level capabilities: MB/s, bitrate, output constraints (level 6.1)
· Number of instances (for example 16)
· Codecs included: (AVC and HEVC), i.e. bitstreams may have different codecs
· Functionalities of the video decoding interface:
· Decoding of conforming video bitstreams
· Common coded picture buffer for a group of decoders
· Associated access units across bitstreams provided at the same time to the coded picture buffer are provided synchronously at the output for a group of decoders
· SEI and other metadata messages associated the access unit are provided synchronously at the decoder output
· Signaling in content:
· Max capabilities of each bitstream (regular profile/level signaling)
· Group of coded bitstreams are associated to a group with max capabilities
Some initial considerations on addressing such a functionality are considered in the TuC for VDI
	MDS22646
	WG 03
	00903
	Technologies under consideration on ISO/IEC 23090-13 VDI



9.3.6	VDI HRD Considerations
9.3.6.1	Key extensions
Assume there are N video streams that need to be decoded concurrently. Each of the N video streams follows some profile/level/tier requirements and HRD requirements and parameters specified along with the bitstream.
Three key models are to be considered
· Configuration 1: CPB and DPB run independently for each of the N decoders
· Core Issue: aggregate CBP, decoding complexity and DBP must not exceed the limits of a single decoder HRD with the same parameters
· Configuration 2: CPB independently, but a combined DPB that ensures that the output of the N decoders can be provided with a proper timing in a synchronuous manner to the next level
· Core Issues: 
· The core issue from configuration 1
· the combined DPB not only follows the aggregate requirements, but also requires that all decoded pictures need to be stored in the DPB until the decoded pictures from all N decoders with a common timeline can be released
· There are HRD parameters needed for each bitstream that may be different in case of operating multiple decoders in parallel
· Configuration 3: In addition to Config 2, also the Coded Picture buffer operates jointly.
· Core Issues: 
· The core issues from configuration 2
· The coded picture buffer operates sequentially on well defined decode timing of decoding units across different streams
9.3.6.2	Option 1: Individual CBP and DPB
In Option 1, the CBP and the DPB for each stream are treated individually. This is the case when the decoder inputs and outputs are completely independent.
[image: Treemap chart
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Figure 3 Option 1: Individual CBP and DPB
The operation is as follows:
· Data associated with decoding units that flow into the CPB of each stream according to a specified arrival schedule are delivered by the common Hypothetical Stream Scheduler (HSS) that scheduled the N bitstreams for decoding each of the units. For each access unit
· all data associated with an access unit is removed and decoded instantaneously by the instantaneous decoding process at CPB removal time of the access unit.
· Each decoded picture is placed in the Decoded Picture Buffer (DPB) for being referenced by the decoding process of this stream as well as for output and cropping. 
· A decoded picture is removed from the DPB at the time that it becomes no longer needed for inter-prediction reference as well as the output time of the access unit.
· At any point time, 
· each of the individual streams conforms to the signaled profile/level/tier and HRD parameters of the individual stream
· The sum of the CPB size conforms to common profile/level/tier signaling
· The aggregate decoder processing speed (samples per seconds) conforms to common profile/level/tier signaling 
· The sum of the DPB size conforms to common profile/level/tier signaling
· Common HRD parameters for initial delay may be specified

9.3.6.3	Option 2: Individual CBP – joint DPB
In Option 2, which is likely the most relevant one, a set of bit streams has individual input, but there are dependencies on the DPBs.
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Figure 4 Individual CBP – joint DPB
The operation is as follows
· Data associated with decoding units that flow into the CPB of each stream according to a specified arrival schedule are delivered by the common Hypothetical Stream Scheduler (HSS) that scheduled the N bitstreams for decoding each of the units. For each access unit
· all data associated with an access unit is removed and decoded instantaneously by the instantaneous decoding process at CPB removal time of the access unit.
· Each decoded picture is placed in the Decoded Picture Buffer (DPB) for being referenced by the decoding process of this stream as well as for output and cropping. 
· A decoded picture is removed from the DPB at the time that it becomes no longer needed for inter-prediction reference as well as the output time of the access unit is the largest of all decoded pictures remaining in the group of decoders
· At any point time, 
· The same requirements as for configuration 1 
· The common DPB size conforms to common profile/level/tier signaling
· Again common HRD parameters for initial delay may be specified
9.3.6.4	Option 3: Common CPB and DPB
In Option 3, also the coded picture buffer is shared, i.e. data can only be removed according to a sequence of decoding units shared across bitstreams.
[image: ]
Figure 5 Common CPB and DPB
The operation is as follows:
· Data associated with decoding units that flow into the CPB of each stream according to a specified arrival schedule are delivered by the common Hypothetical Stream Scheduler (HSS) that scheduled the N bitstreams for decoding each of the units. The addition of each decoding unit is done according to the common HSS. For each access unit
· all data associated with an access unit is removed and decoded instantaneously by the instantaneous decoding process at CPB removal time of the access unit.
· Each decoded picture is placed in the Decoded Picture Buffer (DPB) for being referenced by the decoding process of this stream as well as for output and cropping. 
· A decoded picture is removed from the DPB at the time that it becomes no longer needed for inter-prediction reference as well as the output time of the access unit is the largest of all decoded pictures remaining in the group of decoders
· At any point time, 
· The same requirements as for configuration 1 
· The common DPB size conforms to common profile/level/tier signaling
· The common CPB operation is conforms to common profile/level/tier signaling
· Again common HRD parameters for initial delay may be specified
9.3.6.5	Bitstream conformance
The bitstream conformance is defined as follows 
· A set of bitstreams of coded data conforming to the specification shall fulfil all requirements specified in this clause
· The set of bitstreams is tested by the VDI HRD for conformance
· The set of bitstreams may be annotated with 
· Common profile/level/tier information
· Common HRD parameters, in particular for initial delay
· Whether they have a common or separate CPB
· Whether they have a common or separate DPB
· The set of bitstreams may be even be different profiles or they may be different codecs even. In this case some common terminology across codecs needs to be defined.
9.3.6.6	Bitstream Generation Scenarios
There are a couple of scenarios that may be considered for bitstream generation
· Scenario 1: joint generation
· Streams are encoded with VDI decoding in mind
· Overall HRD parameters need to be defined
· Overall a set of encoders is controlled ensure that the common HRD parameters are maintained
· Scenario 2: individual generation
· Streams are encoded independently
· Each stream is annotated with individual profile/level/tier and HRD parameters
· Additional information may be provided for each bitstream to support joint decoding (for example decoded pictures)
· From individual annotation, a common HRD operation may be derived by the decoder
· Scenario 3: Stream scheduler picks streams according to annotation parameters.
· Scenario 4: Extension to scenario 2 for which each bitstream includes encoding metadata such that HRD parameters can be derived on the fly at the decoding instance.
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