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1. [bookmark: _Toc504713888]Introduction
As agreed during the SA4 meeting #123-e, a framework for AI/ML tasks will be built to evaluate different approaches for inference and different ML tasks.
In this contribution, we provide a baseline docker container image for this purpose. As we progress with the building of this evaluation framework, we hope that the container image will get updated to include more scripts and datasets.
1. Baseline Container
We have prepared a docker image container to collect all scripts and datasets that will be used as part of the SA4 evaluation framework for FS_AI4Media study.
The docker container is an Ubuntu image with the an initial installation of a python environment that includes the key deep learning frameworks: PyTorch and Tensorflow2.
The docker image is currently hosted on a personal server under the following URL:
	https://bouazizi.dev/aiml/aiml_docker_image_05152023.tar.gz 



A more suitable location to host the docker image should be arranged.
The container image is built on an Ubuntu 22.04 base image and can be loaded as follows:
	docker load -i aiml_docker_image_05152023.tar


 
The container may leverage underlying GPUs for better inference. If the host machine is equipped with a suitable GPU, then it is recommended to first run the following command:
	apt install -y nvidia-docker2


We assume here that the host machine is running an Ubuntu distribution.
To run the container, the following command should be executed:
	docker run -it --gpus all -t aiml aiml_docker_image_05152023



1. Datasets and Scripts
The container comes with an image detection dataset, namely the SFU-HW-Objects dataset and its associated annotations. 
The video sequences are encoded in HEVC lossless INTRA-only mode and are available under the videos subfolder. The following table shows the list of video sequences:
	Class 
	Sequence name 
	Width x Height 
	Frame count 
	# Object Classes 

	A 
	Traffic 
	2560x1600 
	150 
	2 

	A 
	PeopleOnStreet 
	2560x1600 
	150 
	4 

	B 
	BQTerrace 
	1920x1080 
	600 
	9 

	B 
	BasketballDrive 
	1920x1080 
	500 
	4 

	B 
	Cactus 
	1920x1080 
	500 
	1 

	B 
	Kimono 
	1920x1080 
	240 
	2 

	B 
	ParkScene 
	1920x1080 
	240 
	4 

	C 
	BQMall 
	832x480 
	600 
	3 

	C 
	BasketballDrill 
	832x480 
	500 
	4 

	C 
	PartyScene 
	832x480 
	500 
	6 

	C 
	RaceHorses 
	832x480 
	300 
	2 

	D 
	BQSquare 
	416x240 
	600 
	7 

	D 
	BasketballPass 
	416x240 
	500 
	4 

	D 
	BlowingBubbles 
	416x240 
	500 
	3 

	D 
	RaceHorses 
	416x240 
	300 
	2 

	E 
	KristenAndSara 
	1280x720 
	600 
	3 

	E 
	Johnny 
	1280x720 
	600 
	3 

	E 
	FourPeople 
	1280x720 
	600 
	4 



The annotations can be found under the ground-truth subfolder. These are one text file per frame of the video, where each file provides the ground truth annotations. 
The annotation files have the following format per line:
	<object_label> <box_topleft_x> <box_topleft_y> <box_width> <box_height>



The predictions are expected to have the following format:
	<object_label> <prediction_confidence> <box_topleft_x> <box_topleft_y> <box_width> <box_height>



The labels that are supported by this dataset are the following:
	Class ID 
	Object 
	Class ID 
	Object 
	Class ID 
	Object 

	0 
	Person 
	17 
	Horse 
	56 
	Chair 

	1 
	Bicycle 
	24 
	Backpack 
	58 
	Potted plant 

	2 
	Car 
	25 
	Umbrella 
	60 
	Dining table 

	5 
	Bus 
	26 
	Handbag 
	63 
	Laptop 

	7 
	Truck 
	27 
	Tie 
	67 
	Cell phone 

	8 
	Boat 
	32 
	Sports ball 
	74 
	Clock 

	13 
	Bench 
	41 
	Cup 
	77 
	Teddy bear 



An inference model that uses a different class ids/labels must have its results converted into the above format prior to evaluation.
The prediction results must be stored as a 1 file per image under the predictions folder.
The dataset is courtesy of the multimedia lab of SFU [1]. The video sequences are MPEG-JVET video sequences.
Currently, the images comes with a few scripts, which are still under development:
· visualize.py: visualizes the annotations with the corresponding video sequence
· infer.py: a demo script that loads a torchivision trained ResNet-50 FPN model and produces predictions for a given video sequence
· map_calc.py: a script that calculates the mAP for the predictions

Please report any bugs/errors to the author.
More datasets for other tasks such as tracking will be added as part of building this evaluation framework.
1. Proposal
We propose to agree to maintain this image and work on enhancing it with more scripts and datasets. We also propose to agree on a better location to host the container image.
1. References
[1] 	SFU, Multimedia Lab, http://multimedia.fas.sfu.ca/data/
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