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1	Introduction
Over the last couple of meetings, several proposals were brought forward to include V3C as defined in ISO/IEC 23090-5 and ISO/IEC 23090-12 into the MeCAR specification.
Since V3C is an extensive set of functions, we believe it cannot be added as a whole. In the contrary, we believe V3C may only be one candidate solution to address specific use cases in the context of MeCAR, not even yet fully defined.
The main concern about V3C is the implementability of both, content generation and content rendering in sufficient quality on restricted platforms.
2	Dense point clouds
Remembering a discussion at the workshop in 2019 in Sony pictures, it was considered that point clouds may get a relevant representation format for high-quality studio productions. However, in 2023, this expectation has not materialized.

More particular, even while the generation of point clouds in studio environments may be possible, it would require significant equipment (many calibrated cameras, etc.) as well as significant manual post processing. Generation of sufficient quality 3D point clouds in non-studio environments, in particular in real-time, is impossible to our knowledge. Hence, any use case that would consider point clouds in real-time applications are unrealistic.

For studio generated 3D content, we believe that meshes have significantly more traction and are the choice to store and distributed content.

On the consumption, to present 3D objects represented as point clouds and encoded in V3C requires multiple video decoders decoding different components in parallel. However, a consistent and guaranteed support for multiple decoder functionality is not supported on current hardware which is essential for the definition of interoperability point between content creator and device manufacturers.  
3	Multiview with Depth
Nowadays, several devices are equipped with capabilities to capture depth. The RGB+Depth information is used on the UE for different purposes, such as facial recognition or scene reconstruction. It can also be anticipated that some spaces will be equipped with cameras to capture multi-view + depth, e.g. conference rooms. As a result, it is expected that there will be need to capture and share single and multi-view RGB-D data for the purposes of facilitating XR experiences. 

A recent notable development in AI-based rendering technologies are Neural Radiance Fields (NeRF). NeRF is a method that synthesizes new views of complex 3D scenes by leveraging fully connected neural networks. NeRF operates directly on raw 3D coordinates and outputs the volume density and view-dependent emitted radiance at every location. At the heart of NeRF is a multilayer perceptron (MLP), a type of fully connected neural network. The inputs to the MLP are the 3D spatial coordinates, along with a 2D viewing direction, and the outputs are the volume density and a RGB color at that point. With advances in NeRF, real-time rendering based on Multiview RGB-D will become possible in the near future with astonishing results.

As such, we believe that representing and transmitting multi-view RGB-D data will be important and should be studied in SA4. The study should take into account MIV as a solution candidate, excluding any view-synthesis aspects. Other representations, such as MV-HEVC, should also be considered, taking into account constraints on the device side, such as encoding capabilities, bitrate, and latency requirements.

4	Implementability concerns
4.1 Multiple simultaneous decoder instances

By design, V3C (encapsulating either V-PCC or MIV) organizes content into multiple data:
· Geometry data and attributes, often represented in one or several videos,
· Occupancy information, often represented in one or several greyscale videos, and
· Metadata describing the organization of one or several atlas(es).
While the whole set of video data may be rearranged into a single video (hence one atlas) by reorganizing all elements together, this has significant impact on compression efficiency and more generally several videos are used.

Note: While MIV currently supports such a single video, this is not an option allowed in V-PCC specification. Bringing such capability in V-PCC would require 3GPP to either define its own V-PCC profile or ask MPEG to modify its current specification.
As described in m63067 contribution at MPEG meeting #142, a typical V-PCC decoder process is shown below.
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The immediate concern here is that such a process requires multiple simultaneous decoder instances to run in parallel and this not a capability that hardware decoders usually guarantee nor exposed the capability via API. As a matter of fact, this problem is commonly met in video applications such as video-conferencing applications or video streaming services main interface where several videos may be shown simultaneously. 

Typically, the mitigation used by these applications is one of the following:
· when the application can detect decoding issue, it just decreases the number of simultaneous videos until all can be decoded properly or, when possible, it switches to lower resolution videos
· Some other application, decode a first video with the hardware video decoder and the second video with software video decoder (CPU). This is typically the case for TV channel preview, e.g Picture-in-Picture.
· Application provider and device manufacturer typically work together so that after identifying the capability of a given device, the application is customized for this device based on how many videos can be displayed simultaneously.
Unfortunately, these mitigation processes cannot apply to V-PCC decoding since it depends on the number of objects and this means that it is impossible for applications that decode V-PCC content to know beforehand if the actual decoding will be supported on the device. Moreover, since the usage of a video decoder also depends on the complexity of the content, it is possible that while a device supports the decoding of a V-PCC coded point cloud, it does not support the decoding of a more complex V-PCC coded point cloud.

In a nutshell, the successful decoding of a V-PCC point cloud on a given device is not deterministic and cannot be guaranteed.

The MPEG-I Video decoding interface is addressing a more rigorous approach to for running multiple video decoders, but this work is still in progress.

4.2 Multiple simultaneous decoder and encoder instances

One of the use cases supported by V-PCC technology is a 3D video conferencing application where users are represented in real-time by a point cloud capture of themselves.
While the actual real-time capture of such a point cloud raises many questions, it should also be understood that being able to both encode and decode V-PCC contents on the same device is questionable, to the least. Indeed, given that the decoding of a V-PCC content itself cannot be guaranteed, it is not realistic to believe that it can be done at the same time as a V-PCC encoding process which competes for the same resources on the device.
As a conclusion, simultaneous decoding and encoding of V-PCC contents on the same device is highly unrealistic.

4.3 V-PCC error concealment unpredictability

As explained before, V-PCC decoding cannot be guaranteed on a device and when decoding fails, depending on the decoder itself and whether or not error concealment is provided, different sorts of point cloud rendering issues may occur.
In some cases, thanks to basic error concealment such as frame/slice copy, the point cloud rendering may suffer minor issues such as minor displacement of points in space or minor attribute changes.
In other cases, the loss of a video frame/slice may result in a loss of spatial synchronization between attributes, geometry and occupancy information and this is likely to create noticeable artifacts on the surface of the point cloud. 
In more extreme cases that are likely to happen when atlas organization changes frequently, the loss of a video frame/slice will result in a loss of spatial synchronization between atlas and geometry/attribute/occupancy information and this is likely to create major issues since most of points information (position, color, attributes) will be decoded wrongly. Graphically, this can be summarized as a sudden explosion of the point cloud.

5	Evaluation of Point cloud decoding technologies
Regardless of whether a point cloud technology is really required for devices considered in MeCAR, it should be noted that V3C/V-PCC is just one of several point cloud coding/decoding technologies. Similar to what 3GPP SA4 does for video codecs, a proper performance evaluation among point cloud coding technologies should be performed before 3GPP SA4 decides to endorse one particular technology.

Moreover, it should also be noted that most of the compression efficiency of V-PCC comes from the video codec itself and that VVC (which at the moment is not a codec in any of 3GPP profiles) is often used to provide compression efficiency figures about V-PCC. This creates two issues: 
1. V-PCC is relying on a codec that is currently not supported in 3GPP profiles.
2. Point cloud coding may be needed on devices that supports only AVC, at most HEVC can be expected.
As a conclusion, we believe 3GPP SA4 should conduct a performance evaluation among point cloud technologies that take into account the minimum required video codecs.

6	Proposed Way Forward
Based on the discussion in this document, we believe that V3C as defined in MPEG lacks of interoperable components for the first version of MeCAR as well as additional studies on the specific AR use cases, performance and implementability would be encouraged. Dynamic 3D objects may be of some relevance in certain use cases, but require more study on their representation formats, their rendering requirements, the production of 3D objects and to some extend also the use cases.
We propose therefore to:
1) Not include any V3C technology into the first edition of MeCAR
2) If considered of interest, initiate a study on 3D objects including their coded representation, as well as the production and the rendering of those as part of immersive scenes. Focus should be to ensure to create profiles that are broadly implementable on existing and emerging devices
3) Conduct a performance evaluation among point cloud technologies that take into account the minimum required video codecs
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