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1. Introduction
At SA4 Audio SWG call post 123e on May 8, the source provided an input discussing interfaces of split renderer architectures [1]. The purpose of that contribution was to zoom in into the interfaces in a systematic way.
The present contribution intends to connect to that previous contribution and to provide an illustration of how the interfaces are exposed in various relevant functional configuration scenarios. 
2. Discussion
System configurations
See [2].
Functional configuration scenarios
The system configurations listed in [2] enable various XR use cases. A few examples of functional configuration scenarios associated with such use cases are presented below. The functional configuration scenarios illustrate the information flow of audio and pose sensor data across functional interfaces and functional nodes.   
Scenario 1: Immersive audio decoding and head-tracked rendering on earbuds
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Figure 1: Immersive audio decoding and head-tracked rendering on earbuds
Main characteristics of this scenario are summarized in the following table:
	#
	Edge
	Mobile UE (Phone/Tablet/Laptop)
	Glass w/o audio
	Earbuds
	Description
	Comments

	1
	-
	Passthrough
	Passthrough
	Decode & Renderer & Playback
	Non-interactive case: Immersive audio is received by Mobile UE. Mobile UE passes it through to glass device. Glass device passes through the immersive audio to earbuds. The earbuds decode and render the immersive format and perform headtracking. The earbuds have a pose sensor.
	Some glass devices won't have audio support, since binaural audio is not needed in all use cases. Some users will prefer to pair glass devices with advanced headphones that have an integrated headtracker. Such headphones can also support audio-only use cases.

Potential limitation: Processing power limitations for audio decoding and rendering.




Scenario 2: Immersive audio decoding and head-tracked rendering on Mobile UE
[image: ]
Figure 2: Immersive audio decoding and head-tracked rendering on Mobile UE
Main characteristics of this scenario are summarized in the following table:
	#
	Edge
	Mobile UE (Phone/Tablet/Laptop)
	Glass w/o audio
	Earbuds
	Description
	Comments

	2
	-
	Decoder & Renderer
	Passthrough
	Decode & Playback
	Non-interactive case: Immersive audio is generated at the edge or remotely. Mobile UE decodes it and binaurally renders it with head-tracking, and passes the binaural signal (via second codec) to a glass device, which passes through the immersive audio to earbuds. The earbuds decode and play back the binaural audio signal. The pose sensor of the earbuds are used, which data is passed uplink to the Mobile UE.
	Some glass devices won't have audio support, since binaural audio is not needed in all use cases. Some users will prefer to pair glass devices with advanced headphones that have an integrated headtracker. Such headphones can also support audio-only use cases.

Potential limitation: Significant round trip latency between play back device and renderer may result in that the head-tracked audio representation may audibly not match the actual pose.




Scenario 3: Immersive audio decoding and head-tracked split rendering between Mobile UE and Earbuds
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Figure 3: Immersive audio decoding and head-tracked split rendering between Mobile UE and Earbuds
Main characteristics of this scenario are summarized in the following table:
	#
	Edge
	Mobile UE (Phone/Tablet/Laptop)
	Glass w/o audio
	Earbuds
	Description
	Comments

	3
	-
	Decoder and Pre-render
	Passthrough
	Post-renderer & Playback
	Non-interactive case: Immersive audio is generated at the edge or remotely. Mobile UE decodes it and pre-renders it, passes it to glass device (via second codec) to a glass device, which passes through the pre-rendered audio to earbuds. The earbuds post-render the pre-rendered format and apply or correct headtracking. The pose sensor of the earbuds is used, which data is passed uplink to the Mobile UE.
	<same as above, but with split rendering>
A/V pose sync may be needed due to the glasses having its own pose sensor. A/V time sync may be required on glasses due to audio delay between glasses and earbuds. 

Potential limitation: 
The quality due to split rendering presentation is presently unknown. It is unknown how a split rendering approach can deal with round trip latency between play back device and pre-renderer.





Scenario 4: Immersive audio decoding and head-tracked rendering on 5G Edge
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Figure 4: Immersive audio decoding and head-tracked rendering on 5G Edge
Main characteristics of this scenario are summarized in the following table:

	#
	Edge
	Mobile UE (Phone/Tablet/Laptop)
	Glass w/o audio
	Earbuds
	Description
	Comments

	4
	Decoder and Renderer
	Control
	Passthrough
	Playback
	Interactive XR application running on edge/cloud, controlled by mobile UE. Mixing is done with received immersive audio. Head-tracked binaural rendering is done on edge/cloud.
Audio playback on earbuds that are connected to glass device. The pose sensor of the earbuds are used, which data is passed uplink to the Mobile UE.
The user controls the application from their mobile UE, either using the touch screen or using control peripherals (glove, joystick) connected to the mobile UE).

	Some glass devices won't have audio support, since binaural audio is not needed in all use cases. Some users will prefer to pair glass devices with advanced headphones that have an integrated headtracker. Such headphones can also support audio-only use cases.
A/V pose sync may be needed due to the glasses having its own pose sensor. A/V time sync may be required on glasses due to audio delay between glasses and earbuds. 

Potential limitation: 
Even more substantial round trip latency between play back device and renderer than in scenario 3b may result in that the head-tracked audio representation may audibly not match the actual pose.



Scenario 5: Immersive audio decoding and head-tracked split rendering between 5G Edge and Earbuds
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Figure 5: Immersive audio decoding and head-tracked split rendering between 5G Edge and Earbuds
Main characteristics of this scenario are summarized in the following table:

	#
	Edge
	Mobile UE (Phone/Tablet/Laptop)
	Glass w/o audio
	Earbuds
	Description
	Comments

	5
	Decoder and Pre-Renderer
	Control
	Passthrough
	Post-rendering and playback
	Interactive XR application running on edge/cloud, controlled by mobile UE. Mixing is done with received immersive audio. Pre-rendering is done on edge/cloud.
Post-rendering and audio playback on earbuds that are connected to glass device. The pose sensor of the earbuds are used, which data is passed uplink to the Edge.
The user controls the application from their mobile UE, either using the touch screen or using control peripherals (glove, joystick) connected to the mobile UE).

	Some glass devices won't have audio support, since binaural audio is not needed in all use cases. Some users will prefer to pair glass devices with advanced headphones that have an integrated headtracker. Such headphones can also support audio-only use cases.
A/V pose sync may be needed due to the glasses having its own pose sensor. A/V time sync may be required on glasses due to audio delay between glasses and earbuds. 
Potential limitation: The quality due to split rendering presentation is presently unknown. It is unknown how a split rendering approach can deal with substantial round trip latency between play back device and pre-renderer.







High-level interfaces (wireless)
Based on the figures presented above and those in [2], the following high-level interfaces can be identified, where these interfaces are typically wireless. It should be noted that not all system configurations will expose all interfaces. 
1. Standalone Glass UE:
· Cloud/5G Edge – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds   
2. Cloud/Edge-dependent Glass UE:
· Cloud/5G Edge – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds      
3. Phone-dependent Glass UE:
· Cloud/5G Edge – Phone UE
· Phone UE – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds     
4. Cloud/Edge and Phone UE -dependent Glass UE:
· Cloud/5G Edge – Phone UE
· Phone UE – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds   

Functional interface components
In the following, functional components of the above interfaces are identified. Note that not all will apply in each system configuration.
1. Downlink tx of user plane audio data 
a. Cloud/5G Edge – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer – OS (Cloud/Edge node) interface
· OS – wireless transport interface
· Wireless transport – OS (Glass UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Glass UE) interface
· OS (Glass UE) – Audio hardware (Glass UE) interface
b. Cloud/5G Edge – Phone UE
· Audio codec/renderer – OS (Cloud/Edge node) interface
· OS – wireless transport interface
· Wireless transport – OS (Phone UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
c. Phone UE – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer – OS (Phone UE) interface
· OS – wireless transport interface
· Wireless transport – OS (Glass UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Glass UE) interface
· OS (Glass UE) – Audio hardware (Glass UE) interface
d. Glass UE w/o integrated audio – Earbuds, (potentially) involving
· Audio codec/renderer – OS (Glass UE) interface
· OS (Glass UE) – wireless transport interface
· Wireless transport – OS (Earbuds) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Earbuds) interface
· OS  – Audio hardware (Earbuds) interface

2. Uplink tx of user plane audio and sensor data 
For uplink, it can be expected that analogous interface components as for downlink are relevant, though with signal flow in reverse order. An additional interface is this case is the OS – Pose sensor hardware interface.

Functional interface nodes
As illustrated in above figures, the interfaces connect various functional components, here referred to as functional interface nodes. In the following such functional interface nodes are listed for the various high-level interfaces.
1. Downlink tx of user plane audio data 
a. Cloud/5G Edge – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer
· OS (Cloud/5G Edge node)
· 5G wireless transport (using selected 5QI)
· OS (Glass UE) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Glass UE)
b. Cloud/5G Edge – Phone UE
· Audio codec/renderer
· OS (Cloud/5G Edge node)
· 5G wireless transport (using selected 5QI)
· OS (Phone UE) 
· Jitter buffer
· Audio codec/renderer
c. Phone UE – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer
· OS (Phone UE)
· 5G wireless transport (e.g. using 5G sidelink)
· OS (Glass UE) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Glass UE)
d. Glass UE w/o integrated audio – Earbuds, (potentially) involving
· Audio codec/renderer
· OS (Glass UE)
· Wireless transport
· OS (Earbuds) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Earbuds)

2. Uplink tx of user plane audio and sensor data 
For uplink, it can be expected that analogous interface nodes as for downlink are relevant, though with signal flow in reverse order. An additional node in this case is the pose sensor hardware.

3. Conclusion
The source extended contribution [2] by a discussion of functional configuration scenarios relevant in split rendering context. High-level interfaces are broken down to functional interface components and functional interface nodes that are illustrated by a number of functional configuration scenarios.

The source believes that it is a useful approach to continue collecting characteristics of interfaces of such relevant configurations, which may become a solid basis for identifying requirements for immersive audio split rendering scenarios.   
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