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[bookmark: _Toc130152499][bookmark: _Toc130155964][bookmark: _Toc135163321]Introduction

The ATIAS work item intends to specify test methods for objective characterization of terminals for 3GPP immersive services along with requirements. This Permanent Document collects candidate test methods and associated requirements that will form a pool out of which selected methods and requirements will be incorporated into TS 26.260 (Objective test methodologies for the evaluation of immersive audio systems) and, respectively, TS 26.261 (Terminal audio quality performance requirements for immersive audio services).
Several of the clauses below have retained explanations and examples from the original input documents. This may in some cases not be suitable for a specification text and it is expected that further editing will be necessary when incorporating the texts into the specifications.
[bookmark: _Toc135163322]Test Configurations
[It is suggested to collect general test setups in this clause, similar to TS 26.132 clause 5. The individual test descriptions could then point to this clause.]
[bookmark: _Toc135163323]Test Conditions
[It is suggested to collect general test conditions in this clause, similar to TS 26.132 clause 6]

[bookmark: _Toc130152501][bookmark: _Toc130155966][bookmark: _Toc135163324]Candidate sending side test methods and requirements
[
The following methods have been incorporated from [1]:
[bookmark: _Toc130155968][bookmark: _Toc135163325][bookmark: _Hlk116656272]Sending frequency response of captured Ambisonics components
Definition:
Ratio of the sound pressure magnitude spectrum of the DUT for Ambisonics component (, ):  and a reference diffuse field sound pressure spectrum  (  ). Letters  and  respectively denote Ambisonics degree and index. This means, for each Ambisonics component a sending frequency response is measured:
 .
Ideal characteristic:
The ideal send frequency response of the captured Ambisonics components would be flat, i.e. be frequency independent (for plane wave input).
How to formulate requirements:
One conceivable way to measure against requirements can be taken from TS 26.260. A decorrelated pink noise test stimulus is simultaneously played over all speakers of a periphonic array. The reference diffuse field sound pressure spectrum is obtained through recordings with a diffuse-field microphone positioned at the geometric centre of the periphonic array. The sound pressure magnitude spectrum of the DUT for Ambisonics component (, ) is obtained through measuring with the DUT at the geometric centre and extracting and analysing that (B-format) component after coding, transmission and decoding as in 26.260 Figure 1.
The sensitivity/frequency response shall meet the ideal characteristics, within some tolerance.

[bookmark: _Toc130155969][bookmark: _Toc135163326]Sending directional response of captured Ambisonics componentss
[bookmark: _Toc130155970][bookmark: _Toc135163327]Angular-dependent sensitivity
Definition:
Microphone angular-dependent sensitivity can be described by  (in Volt/Pascal or digital amplitude per Pascal), e.g.e.g., referring to the output voltage or digital level generated by a microphone for a given sound pressure at the microphone location for an incident plane wave from a certain direction . Likewise, the angular-dependent sensitivity of the capture of each Ambisonics component (, ) can be described as . As this sensitivity may also be frequency dependent, frequency is a further parameter:
 .
Angular-dependent sensitivity of the capture of an Ambisonics component (, ) can also be defined for multiple () incident plane waves from respective directions . This yields:
 with  and .

Of interest may be the cases ,  and . For , the two directions should be 90 degrees apart (see [1-1]). For , a reasonable setup could be where the directions would correspond to the Fliege positions of the considered Ambisonics order .

Ideal characteristic:
The ideal angular-dependent sensitivity for the captured Ambisonics component (, ) is obtained from the spherical harmonics equations. For simplicity, it is assumed that the spherical coordinate systems of the measurement room and the captured Ambisonics signals are aligned. 
For the case , we get 

with  being the real valued spherical harmonics of the degree  and index  with .
Thus, if the reference client offers output of this Ambisonics component, it will in the ideal case and valid single plane-wave assumption (e.g.e.g., a distant-enough point source to approximate plane waves at the UE) follow the above relation. The ideal frequency response characteristic is flat. Care needs to be taken to apply the proper Ambisonics component ordering and normalization.
For any , we get 

These cases are not discussed further in this contribution.	Comment by Andre Schevciw: Which cases? The sensitivity for K > 1?	Comment by Dolby Author: K=1 and K=2 are discussed. So “these cases” could be clarified to be K>2
How to formulate requirements:
The measurement for the simplest case of  can be done according to the principles outlined above (under 2.1) using pink noise test stimuli. Unlike 2.1, only a single speaker at a time is used.
The angular-dependent sensitivity shall meet the ideal characteristics, within some tolerance.

[
[bookmark: _Toc532295027][bookmark: _Toc135163328]Direction of arrival estimation in free-field propagation conditions
[bookmark: _Toc532295028]2.3.1	Definition
Direction of arrival (DOA) is defined as the spherical angle  pointing towards the sound source. DOA is relative to the capture device position.	Comment by Andre Schevciw: We should probably adjust this text to match what is ultimately measured: DOA estimation (not DOA)	Comment by Dolby Author: Thanks, it’s now clear from the heading that we deal with an estimation. But what do we estimate? That is answered in the definition of DOA. So we are good.
 
[bookmark: _Toc532295029]2.3.2	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 	Comment by Andre Schevciw: This may not be the right test environment condition for this test. In practical use, the DOA estimator will need to handle acoustic environment reflections? (even if just hemi-anechoic)	Comment by Dolby Author: As always with anechoic conditions, they are not meant to reflect practical use, just to provide well defined and reproducible conditions which is important for standardized tests.

But realistic environments are also of interest. One could write something about that the test could in addition, for characterization purposes, be carried out in other acoustical environments. E.g. semi-anechoic or office-type a la ETSI 202 396. It is however not clear what value such test results bring for DOA.	Comment by Arvi Lintervo (Nokia): Agree with Dolby’s view.	Comment by Andre Schevciw: The value for us of such test results seems pretty straightforward: i.e. whether the device can estimate the DOA in a realistic use environment, where both the direct acoustic path and reflections are present. Also, keep in mind some acoustic tests call out for realistic environments (see, e.g. P.340). But ok to keep the anechoic measurement, provided we specify this limitation in the heading. New heading proposed.
-	The free-field sound propagation conditions shall be observed down to a frequency of 200Hz.
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]
Loudspeaker array 
A real or simulated loudspeaker array comprising L loudspeakers located at a set of predefined directions (ii i=1,...,L , from the geometric center of the loudspeaker array shall be used.

[bookmark: _Toc532295030]2.3.3.1	Measurement for Scene-based audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with B-format output. The codec shall be operated with scene-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be FOA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The B-format scene-based audio format representation is captured.
d)	The intensity parameter is calculated from the B-format capture   using the equation: 

NOTE:	The intensity is calculated in frequency domain and per subframe. Further steps are thus performed with subframe accuracy.
e)	The direction of arrival estimation   is calculated based on the intensity parameter using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
[bookmark: _Hlk132101080]f)  The estimated direction of arrival (estest is compared to the ground truth angle (ii. [Editor’s note: Potentially in several frequency bands and potentially time averaged. Weighting could be done similarly as in MASA case by estimating subframe energies and energy ratios.] 

If the sending UE is properly implemented in terms of directionality, phase and scaling of Ambisonics components, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the Ambisonics components from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound. 

2.3.3.2	Measurement for Metadata-assisted spatial audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:	
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with metadata-assisted spatial audio format output. The codec shall be operated with Metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be MASA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The Metadata-assisted spatial audio format representation is captured. The MASA representation includes estimated source angles and energy-related quantities per time frequency tiles, which are further analysed as follows.
d)	The direct-to-total ratio times energy weighted azimuth and elevation angles (in radians) are mapped into Cartesian coordinate vectors ,  and  over all subframes and frequency bands:





where  is the index of the frequency bands and  is the index of the subframes.
[Editor’s note: Signal length [TBD] = , where total number of subframes K = 1,2,…k,]
e)	The direction of arrival estimation (estest is calculated based on the mapped Cartesian coordinate vectors using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
f)  The estimated direction of arrival  is compared to the ground truth angle (ii. [Editor’s note: Potentially in several frequency bands and potentially time averaged.]

If the sending UE is properly implemented in terms of directionality and the energy ratio analysis for the MASA metadata, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the MASA metadata from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound.
]

[	Comment by Reimes, Jan: Opening bracket was missing
[bookmark: _Toc130155974][bookmark: _Toc135163329]Virtual microphones
Definition:
A virtual microphone is created by a linear combination of the ambisonics components. As an example, for FOA, a cardioid, super-cardioid, figure-of-eight etc microphone can be constructed and pointed in an arbitrary direction, by adding or subtracting portions of the four FOA ambisonics components.
It is called a virtual microphone because its characteristics are manipulated without affecting the microphone itself. Compare with music production; the mix engineer can in post-production select where to point a microphone, and even construct an infinite number of virtual microphones pointing in various directions with various beam widths. A simplified variant of FOA capture is MS stereo recording using one omni and one figure-of-eight capsule, where the stereo width is decided in post-production by turning (usually two) virtual microphones’ mutual angle and setting their pickup pattern to taste. For ATIAS, this means the test system can steer an infinite number of virtual microphones anywhere and controlling the width of the pickup beam, without interacting with the UE that is “just” supplying ambisonics components to the test system.

Ideal characteristics
An ideal first-order directional microphone’s directional pickup in a plane can be described as:

, where p =1 provides omni-directional, p=0.5 cardioid, p =0.37 super-cardioid, p =0.25 hyper-cardioid, p =0 bi-directional, etc.
This polar pattern can further be rotated, as illustrated below. The GIF illustrates adding portions of FOA components W, X and Y (“Pattern” corresponds to p above):

[image: ]
Figure 1 Illustration of beam and pattern steering (copied from [1-3])
With these simple means we are able to e.g. construct two simultaneous virtual microphones, one pointing at a sound source, the other pointing away from the sound source. This can be as simple as summing/subtracting the outputs from the reference decoder:
· Virtual mic A = W+Y
· Virtual mic B = W-Y

In the ideal case, if using two virtual back-to-back cardioids, one pointing towards a single sound source and one pointing away from it, only the first microphone shall produce an output signal.

How to formulate requirements:
Example: When a single sound source is placed at the positive Y direction in relation to the UE, the level of signal (W+Y) shall exceed the level of signal (W-Y) by at least X dB[footnoteRef:1]. [1:  Depending on the defined format for the ambisonics, scaling factors may be applied to the X and Y components in this example] 

This test can be expanded to cover a variety of incidence angles. Or it can be expanded to rotate the virtual microphones while keep a single source constant.
The merit of using two virtual microphones (which are preferably implemented simultaneously), instead of only one, is that the testing is robust to dynamic range processing in the UE, thus spatial aspects can be robustly assessed with this method. This is achieved by the virtual microphones “pointing” at two or several incidence angles while the UE is subjected to only one source from one angle. A merit compared to [1-1], is that we avoid two simultaneous sound sources and two separable signals.
The method is equally usable for HOA, by defining appropriate linear combinations for the ambisonics components from the decoder.
]


[
Editor’s note: the methods on sending spatial separation with two simultaneous sources and with multi-channel setup share the same basic principles and should be harmonized.  
The following methods have been incorporated from [4]:

[bookmark: _Hlk134778190][bookmark: _Toc123564037][bookmark: _Toc130152503][bookmark: _Toc130155975][bookmark: _Toc135163330]Scene-based audio sending spatial separation with two simultaneous acoustic sources in free-field propagation conditions 	Comment by Andre Schevciw: Harmonize text with terminology already used in 26.260 and other 3GPP specs. (sending direction, etc.). Clarify these are acoustic sources. Test suitable for two simultaneous sources. In respect to test lab time and resources for setup, we should target to have one test method / setup encompassing the different capture modes supported by the device	Comment by Dolby Author: Harmonization of text: in the heading, some harmonisation was made, like “sending”. If further changes are requested, it would be good to receive concrete suggestions.	Comment by Andre Schevciw: Looking ok so far
[bookmark: _Toc123564038][bookmark: _Toc130155976][bookmark: _Toc135163331]DefinitionIntroduction
The Scene-based audio sending spatial separation with two simultaneous acoustic sources is a measure of the accuracy of the UE capture polar patterns of the Ambisonics B-format components difference in level combinations observed at the output of the reference IVAS decoder/[renderer] when the UE is subjected to two simultaneous acoustic sources at predefined directions, (ii i=1,...,L.	Comment by Andre Schevciw: This currently does not read much like a definition. Include a reference decoder and possibly a renderer so that we could harmonize the methods and express everything in a single metric (E.g. ITD/ILD)	Comment by Dolby Author: Definition could be very strictly interpreted. We suggest “Introduction”. We also suggest some rephrasing. We agree that the test should include a reference decoder, which is inline with the current text.	Comment by Reimes, Jan: Agreed that it should rather be "introduction" (or "overview"?). 

"definition" sounds like something which should be in clause 3.1, at the beginning of the whole document...	Comment by Andre Schevciw: How exactly we call the heading is less of an issue (recently, in ETSI TS 103 640, we used "definitions" for the new tests). But it is important for us to have strict definitions. If a clause is open to flexible interpretations, it can lead to problems when doing conformance testing. With many tests in the past, there was already a definition in place (e.g. from ITU-T) but some of those tests seem novel and warranting some extra care with this part.	Comment by Dolby Author: Text suggestions are invited	Comment by Andre Schevciw: Text suggestion would be to keep a "definition" (consistent with the other clauses) and align it with the measurement table. "Accuracy of the UE capture polar patterns" could be replaced with some more specific description (difference in components, etc.). TBD upon completion of test requirements
[bookmark: _Toc123564039][bookmark: _Toc130155977][bookmark: _Toc135163332]Test conditions	Comment by Reimes, Jan: This "style" of describing test methods/conditions in this super-redundant way is a nightmare to me and for implementors of such tests. 

The identical text is actually copied and pasted over and over again into each sub-clause. As already indicated in a note, we should make a more general clause somewhere in the beginning of the document and define certain requirements on test conditions (based on existing and proposed test methods). Then we just need some one-liner references in each sub-clause.

If this is in general agreeable, I would also volunteer to propose a modification of the existing TS 26.260? (this is actually a bit challenging, as everything was pressed into clause 4...)	Comment by Arvi Lintervo (Nokia): This is very agreeable.

Currently it seems that in TS 26.260 the test conditions are also described in very mixed ways, e.g., in 4.1.1 general test conditions are defined in the Introduction section, while in 4.1.2 similar definition is under the Test conditions section. 

I guess we could have reference in TS 26.260 test conditions also in this document, if they would be more accessible.

As a minimum we should have such general section at least in this document.	Comment by Dolby Author: Agree, good with a general setup and conditions chapters, that’s the heritage from 26.132. See inserted placeholder clauses 2 and 3 in this doc.	Comment by Andre Schevciw: Agreed on having a general setup clause.
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of [200Hz].[Editor’s note: The 200Hz value is inherited from TS 26.260 while TS 26.132 specifies 275 Hz for communication. In case the latter is used, test signals should not have energy below 275Hz, since echo-free conditions are necessary for this test]	Comment by Andre Schevciw: Keep 200Hz (meaningful speech energy in that region) and consistency with existing setup/specs	Comment by Dolby Author: OK for Dolby with 200Hz	Comment by Arvi Lintervo (Nokia): Nokia is mostly ok with 200Hz. However, just to note that we are providing a proposal regarding the lowest frequency of the test signal at the upcoming meeting. It will comply with the 200Hz, but will be a slightly higher, so in that sense its ok..	Comment by Reimes, Jan: We would also be fine with 200 Hz, mostly due to the consistency aspect and to avoid "redundant style".

With 275 Hz, the compatibility with 26.131/132 would allow existing test labs to use their "mobile phone test room" - but all tests here consider much longer acoustic paths …

However, for telecommunication scenarios, requirements on test conditions might be slightly relaxed - if we still intend to handle this, such definitions should also be made in a general test condition clause.	Comment by Dolby Author: Good if we can align on 200Hz. We may note that it’s really important to have anechoic conditions for these tests where different signals are played from different physical locations, and we measure the separation.	Comment by Andre Schevciw: Ok with 200Hz but some discussion is needed in the topic of anechoic conditions. Shouldn't the UE be capable of separating sources also in (reasonably) reverberant environments?	Comment by Dolby Author: This test is essentially checking (sub-sampled) polar diagrams of the FOA components (when there are two simultaneous sources), as a way to assess if the basics are in order.

For an ideal FOA capture, any reflection in the room should be included as part of the scene. It should not be suppressed but turn up as a distorted polar diagram.

If the UE has other processing that rejects the reflections, and if SA4 is interested in characterising that, it could be done in another test. With a clearly defined purpose and scope in order not to confuse.

Or one could add some text to the present test that informs that additional testing could be carried out for characterisation purposes in other acoustical environments, like discussed in a previous comment.	Comment by Andre Schevciw: Ok, added the condition of assessment in the heading
[QCOM – Andre] Keep 200Hz for: (1) (communication use case has important energy in that spectrum region) and (2) consistency with existing setup/specs.
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]
Loudspeaker array 
An array of coaxial loudspeakers is is located at a set of predefined directions (ii, i=1,…,6, from the geometric center of the UE. The different locations may be realized using multiple loudspeakers or by rotation of at least two loudspeakers or by rotation of the UE.
[QCOM – Andre] Harmonize with the existing test setup (periphonic array in 26.260). It should be possible to maintain the same test method, but using positions already existing in the periphonic array by having different targets for the delta FOA signal components instead of a hard zero. Alternative angles would also be more aligned with what the device will be exposed to in actual use (a hard +/-90deg azi/ele is typically not in the field of view and not the focus of a capture). Alternatively, and less preferrable, the periphonic array can potentially be augmented with these additional 5 positions (Y2 is already present).	Comment by Dolby Author: Yes, we can probably reuse existing suitable speaker positions and augment as needed. But a 26.260 mentions many different loudspeaker configurations. Which one is realistic according to QCOM (Annex A, B, which N?)? If the example in Annex B.2 is realistic, it should be doable to adapt the measurement for this setup.

We do not agree with the “field of view” argument. Scene-based audio is about the entire scene, not only what is in visual view at a given time. And what is in visual view, could even be a matter of head pose of the B-party.	Comment by Reimes, Jan: I would be in favour of keeping the 90°-positions, as this aligns with FOA-definitions, i.e., if a sound sources from each "strict" X/Y/Z-axis do not provide sufficient selectivity, it's unlikely to have a good performance.

+/- 90° elevation might be indeed less relevant, but this could be addressed in slightly relaxed requirements in the level metrics? 

For testing further "natural/typical" directions, I'm also not sure if/how the AM-FM analysis still works?	Comment by Arvi Lintervo (Nokia): Agree with keeping the hard 90 degrees angles, as they come directly from the definition of FOA components. 	Comment by Dolby Author: Noted. We can propose to keep 90 deg. If agreeable to the group, we could simply remove the QCOM comment.	Comment by Andre Schevciw: The test method with the periphonic array calls for Annex A (Fliege points). We have implemented N=4 and propose to keep that as it covers the IVAS target (up to N=3). The 25ch count still makes it possible to be augmented with these ideal angles and fit it within a 32ch capable setup. Annex B is for an arc and turntable so likely not suitable here. Some more discussion as to whether we should narrow the definition of this test then.	Comment by Dolby Author: There is too little time left before submission to the Berlin meeting in order to analyze this suggestion and come to a consensus within the sources of this doc. But thanks for the clarification of the wanted array.	Comment by Andre Schevciw: Sure. Let's revisit this topic once other issues in this clause are resolved.

In case the UE has motion compensation (automatic rotation of the captured soundfield depending on pose), physical rotation of the UE shall not be used to achieve the predefined directions and it shall be ensured that there is no misalignment of X, Y and Z axes due to the motion compensation.
[QCOM – Andre] Here again, the alignment with the periphonic array would be of help since the test lab would not have to worry about the issue above and no movement of the device would be required. See comments above.

[Editor’s note: this applies for general audio case. For communication HATS playback might be considered.]
The distance from the loudspeaker front baffle to the center of the UE shall be at least 1m and equal within [x]% for all loudspeakers. [Editor’s note: check if 1m is sufficient, considering the proximity effect at 200/275 Hz, which we would like to avoid as it biases the test result. This should go (later) into a separate clause]
The loudspeakers shall be equalized to a flat frequency response and equal sensitivity with the UE absent, using a [measurement microphone and diffuse-field equalization] placed at the UE position. The microphone shall point in the positive Z direction with its membrane in the XY plane.

Table X: Location of loudspeakers
	Position
	i
	i [deg]
	i [deg]
	Comment

	X1
	1
	0
	0
	0 deg (frontal) incidence to the DUT, along the X-axis

	X2
	2
	0
	180
	opposite to X1, along the X-axis

	Y1
	3
	0
	-90
	-90 deg incidence to the DUT, along the Y-axis

	Y2
	4
	0
	90
	opposite to Y1, along the Y-axis

	Z1
	5
	90
	0
	“from the ceiling” incidence to the DUT, along the Z-axis

	Z2
	6
	-90
	0
	opposite to Z1, along the Z-axis



[image: ]
Figure X: Location of loudspeakers

[image: ]
Figure X: Example using FOA; The UE under test is connected to a test system composed of a 3GPP wireless system simulator and a reference client with B-format output and frequency-domain filters for analysis. For HOA, the same setup is used and the higher order ambisonics components at the receiver are ignored. For MASA input capture, IVAS MASA encoder is utilized
[QCOM – Andre] This should be made more generic with the addition of reference IVAS renderer (either binaural renderer and then use auditory model derived metrics or a high channel count loudspeaker renderer)	Comment by Dolby Author: This test targets to measure the ambisonics components. In case it is desirable to also measure with the renderer included, another test case is described in clause 2.6.

Later, when the receiving direction tests are defined, it could be motivated to measure a binauralized UE output with auditory model derived metrics, since a binaural rendering mode is likely to get implemented in many UE:s (while less likely for a high count of loudspeakers).	Comment by Reimes, Jan: Agree, the test method explicitly needs the FOA-components, so this figure makes sense here	Comment by Andre Schevciw: That should be ok, but more work is needed on definition / scope of this test then. 
[bookmark: _Toc123564040][bookmark: _Toc130155978][bookmark: _Toc135163333]Measurement
The following procedure shall be used:
c) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with B-format output. The codec shall be operated with scene-based audio or metadata-assisted spatial audio input format at [512FFS] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be FOA.
[QCOM – Andre] Define that maximum bit-rate supported should be used. Would need to add some note that test may not be suitable for UEs featuring noise suppression due to the multitone test signal (alternatively, the test lab may need to disable noise suppression but this is generally less preferrable). As mentioned above, this could be made more generic by using decoder/renderer to binaural or high channel count.	Comment by Dolby Author: Do you mean should write “…at the highest bitrate supported by the UE…”? It might be an acceptable solution. A note should at some point be given to whatever spec that will define the bitrates that shall/should be supported.	Comment by Reimes, Jan: We could specify things like "highest birate supported" in the general clause on test conditions?	Comment by Dolby Author: We suggest a placeholder bitrate in square brackets, which will be decided after the IVAS codec selection/characterisation.	Comment by Andre Schevciw: The general clause is probably the ideal location for this and hopefully can be made consistent across all tests.	Comment by Dolby Author: Yes, that is a good target
b)	A modulated multi-tone test signal A is played over a loudspeaker at position X1. Simultanously, a modulated multi-tone test signal B is played over a loudspeaker at position Y1. See Annex X for a description of the multi-tone signals.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The output of each ambisonics component (W, X, Y, Z) is captured. After an initial conditioning time of [5] seconds the remainder of the captured signal is converted to the frequency domain as described in Annex X. The signals are filtered by two different comb filters, filter A and filter B, with passbands corresponding to frequencies in signals A and B respectively. The filters are realized by including/excluding certain frequency bins as described in Annex X.
d)	The levels after the filters, averaged over the whole duration, are calculated according to the Annex A.4.
e)	The level metrics according to Table X are calculated.
Table X: Assessment of spatial separation
	Simultaneous sources
	Requirements on the B-format outputs of the reference decoder

	Source A
	Source B
	Signal component A
	Signal component B
	Motivation

	Position X1
	Position Y1
	LXA – LYA > [N] dB,
|LWA – LXA| < [M] dB
	LYB – LXB > [N] dB,
|LWB – LYB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X1
	Position Z1
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZB – LXB > [N] dB,
|LWB – LZB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Y2
	LXA – LYA > [N] dB,
|LWA – LXA| < N dB
	LYB – LXB > [N] dB,
|LWB – LYB| < N dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Z2
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZB – LXB > [N] dB,
|LWB – LZB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	The test is repeated where signals A B are interchanged, to avoid a potential bias. The results from the two tests are averaged. The values M (maximum of difference to omni component), N (minimum of off-axis rejection) and P (maximum unbalance of omnidirectional capture) are TBD.


[Editor’s note: in case there will be different specifications for the test methods and the requirements, the table can be moved to the latter document, e.g. TS 26.261.]

[bookmark: _Toc135163334][bookmark: _Toc532295049][bookmark: _Toc130152504][bookmark: _Toc130155979]Annex A: Test signal and analysis for spatial separation with simultaneous acoustic sources  

[bookmark: _Toc130152505]A.1	Test signal definition
The test signal shall be generated according to the ITU-P.501 [1] (subclause 7.2.4.1) and as provided in equation A.1.
[image: A screenshot of a computer

Description automatically generated with low confidence]
Figure x– Two channel test signal generation for double-talk evaluations
based on AM-FM signals
	n = 1,2,...	(A.1)
where 

In ITU-T P.501, the following parameters are defined in a frequency-independent manner: , and . The center frequencies for test signal are defined in the Table A.1. 
The frequency-dependent modulation bandwidth  is determined as follows:


[bookmark: _Ref126777428]Table A.1: Centre frequencies and bandwidths (1/3rd octave bands)
	Center Frequency [Hz]
	Talker
	Freq. Start [Hz]
	Freq. Stop [Hz]
	 [Hz]

	250
	A
	237
	272
	[TBD (should essentially be Fstop – Fstart)]

	315
	B
	306
	345
	

	400
	A
	388
	424
	

	500
	B
	487
	529
	

	630
	A
	612
	669
	

	800
	B
	776
	849
	

	1000
	A
	974
	1058
	

	1250
	B
	1216
	1323
	

	1600
	A
	1547
	1697
	

	2000
	B
	1948
	2117
	

	2500
	A
	2432
	2646
	

	3150
	B
	3150
	3344
	

	4000
	A
	3882
	4120
	

	5000
	B
	5000
	5144
	

	6300
	A
	6300
	6491
	

	8000
	B
	8000
	8239
	

	10000
	A
	10000
	10287
	

	12500
	B
	12500
	12859
	



[Editor’s note: add a column to indicate which of the above frequencies to disable in tests with MASA. The frequency spacing may still need practical verification.]

[Editor’s note: once the 200/275 Hz lower limit for freefield conditions has been decided, the lowest frequency of the test signal can be selected based on this.]

[bookmark: _Toc130152506]A.2	Shaping filter
Considering the spectra of programme material in general, and considering signal-to-noise ratio in the measurement, To generate [typical|speech-like] frequency characteristics, three different shaping filters can be applied:	Comment by Dolby Author: Not convinced that we should mimic speech spectrum. Scene-based audio is for anything in the soundscape. And if we have too steep roll-off we might get issues with SNR in the treble. Suggest -3dB/oct.

The shaping does not need to be implemented as a filter, it could just be different multiplications when generating the multitone. Therefore, it is not necessary to define the 250Hz low-pass. It’s sufficient to define -3dB per octave	Comment by Arvi Lintervo (Nokia): Agree, -3dB per octave is ok. Also both filtering and multiplication approaches are ok.	Comment by Reimes, Jan: Let's keep -3 dB/oct for now (this is also just a copy&paste from our Tdoc). 

If another shape is needed later for communication mode device testing, we can add it here.

-	Low-pass at 250 Hz and 3 dB/octave roll-off characteristics
-	Low-pass at 250 Hz and 5 dB/octave roll-off characteristics
-	Average speech-spectrum, as per ITU-T P.50 / ITU-T P.810 [xx]
t

he frequency-dependent amplitude of each AM-FM-component is given by the decay d = 3 dB per octave.	Comment by Reimes, Jan: Instead of shaping filter, we could provide a formula for gain as a function of frequency?

Please check if it is correct?	Comment by Arvi Lintervo (Nokia): With a quick check I think this equation is wrong. That would produce -3dB per fc (-3dB for every 250 Hz).

I think it should be simply:
20log10(A(1,2)(n)) = -d*log2(f0(1,2)(n) / fc)

If the decay is -3dB per octave, and the frequency spacing is 1/3rd octave, gain should decay -1dB per component.

But please double check also my thinking.	Comment by Dolby Author: Agree with Nokia





The three shaping filters are is illustrated in Figure A.2.
[TBD][image: ]	Comment by Dolby Author: The orange curve is not really correct, there is an incorrect assumption when citing the doc. S4-220729 proposes a decrease with 3dB/oct throughout	Comment by Reimes, Jan: I can provide an updated figure when shaping is agreed?	Comment by Dolby Author: Great!
[bookmark: _Ref124351462]Figure A.2: Shaping filters for test signal
[Editor’s note: different shaping filters can be considered for general audio and communication scenarios]
A.3	Spectral mask
The spectral masks for the calculation of individual per-source / per-talker levels are defined as follows.
The signals are sampled at 48kHz sampling rate and transferred to the frequency domain using a [2^16] FFT, Hann window, [50%] overlap. Frequency bins are multiplied by 1 if they are within the passbands, and by 0 if they are outside.
The passbands of the masks are defined by the stimulus carrier frequencies and the frequency modulation  plus a further widening by one frequency bin at each side, see Table A.1.


where  

A.4	Level calculations

The assessment of the signal separation of two simultaneously captured signals is done by calculating the mean level difference of captured frequency components between assessed channels. The mean level difference is calculated as follows:

1. The level differences of captured frequency component pairs are calculated. Level of each captured frequency component   is calculated individually over the mask width  for assessed channels: 






where   and  are the power spectrums of the X and Y channels,  is the th center frequency and  is the th bandwidth of the corresponding test signal component including the modulation bandwidth and frequency mask width.

1. The level difference between two channels’ th frequency components are calculated:



1. Overall spatial separation is evaluated by calculating the average over all the frequency component pair level differences. The mean level difference N of the assessed channels is obtained by averaging level difference pairs over  frequency component:




[Editor’s note: Channels X and Y are presented here as an example. Same calculations are done between all the assessed output channels with sufficient set of center frequencies, i.e., included center frequencies of the A and B signals.]




]


[
The following method(s) have been incorporated from [5]:

]

[
The following method(s) have been incorporated from [6]:
[bookmark: _Toc130152508][bookmark: _Toc130155982][bookmark: _Toc135163335]Spatial separation for multiple acoustic sources based on multichannel output	Comment by Dolby Author: The previous clause “…with two simultaneous acoustic sources” has similarities with this clause, and the titles could be harmonized. One way is to rename this clause to “Scene-based audio sending spatial separation for multiple acoustic sources based on multichannel output”	Comment by Arvi Lintervo (Nokia):  This is ok. Just want to make sure that I understand the wording “Scene-based audio sending” here, does it refer to any spatial audio capture? 	Comment by Dolby Author: The text is now modified to “scene-based audio mode (Ambisonics) or MASA”, does this answer your question?

We should update the headings so they are clear on scene-based audio and MASA.
[Dolby comment: This might be a useful way to show “the proof of the pudding”, since both polar patterns, scaling and phase must be correct to obtain intended results.

But the test may require further clarification. The encoder operates in scene-based audio mode (Ambisonics) or MASA while the rendering in the reference client is for a 7.1.4 loudspeaker setup. In principle, the rendering could be done for many different 7.1.4 loudspeaker setups, it has not been defined which one is assumed. (The loudspeaker positions are defined in table X for the acoustic testing at the capture side, which is something different.) Likely, the intension is that the renderer configuration shall also be according to table X.	Comment by Arvi Lintervo (Nokia): I tried to elaborate the idea behind the input/output setup in the further comments, but in principle the idea was that the output decoder/renderer produces 7.1+4 multichannel output according to ISO/IEC 23091-3:2018, which should be same as in IVAS currently. Then the height speakers are combined by summing the signals to mimic a single height speaker at elevation of 90 degrees. Test setup configuration would then be according to the table X.

Of course this could be also done by rendering a custom multichannel output with a single height channel at the test setup position, but I’m not sure if this will be implemented/required for all input formats at the need.

Should this be addressed in e.g. the Loudspeaker array section? 	Comment by Dolby Author: It is still not clear to Dolby what the intention is with this setup (render to 7.1.4), and what the merits are compared to the test done with B-format signals from the reference decoder. What is the impact of the B-format to multichannel rendering?	Comment by Arvi Lintervo (Nokia): Intention is to generalize the test for more generic immersive scenarios. It would be desired to verify that the capture device is capable also for more complex multisource scenarios than 0&90 degrees, e.g., +/- 30 and +/-90 degrees could be very probable discussion/telco scenarios, and there should be at least some level of spatial separation between the sources.

We note that the loudspeaker configuration used by the IVAS reference renderer is different for the height speakers.

Some clarification would be welcome.

To formulate requirements for this test (e.g. what channel separation the ideal case would give), it is necessary to know how the reference renderer converts Ambisonics to 7.1.4.

]


[
[bookmark: _Toc135163336]Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of [200Hz].

[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]

Loudspeaker array 
An array of coaxial loudspeakers is is located at a set of predefined directions (qi, fi), i = 1, …,8, from the geometric center of the UE. The different locations may be realized using multiple loudspeakers or by rotation of at least two loudspeakers or by rotation of the UE.
The distance from the loudspeaker front baffle to the center of the UE shall be at least [1m] and equal within [x]% for all loudspeakers.
The loudspeakers shall be equalized to a flat frequency response and equal sensitivity with the UE absent, using a [measurement microphone and diffuse-field equalization] placed at the UE position. The microphone shall point in the positive Z direction with its membrane in the XY plane.

Table X: Location of loudspeakers generating stimuli in the acoustic chamber, and configuration for the reference client renderer	Comment by Dolby Author: Nokia: please explain the background for I=8, four channels for height speakers at a single position	Comment by Arvi Lintervo (Nokia): The idea was that only one speaker can be used to evaluate the elevated sound source, instead of four height speakers. As the placement of the height speaker is proposed to be at 90 degrees elevation, the sound captured from the height speaker should be coded mostly into the 4 height speaker channels. This should increase the accuracy and robustness of the elevation evaluation. 

Thus, these locations represent the position of the loudspeakers in the test setup, rather than the position of the virtual loudspeakers in the rendering. 	Comment by Dolby Author: We interpret this comment and the later one as a confirmation that table X location of loudspeakers is for i=1…7 applicable for both purposes:
1) The loudspeakers in the test chamber that are creating the signal for the UE:s capture should be arranged according to Table X
2) The renderer in the reference client shall be configured to support reproduction using the loudspeaker layout in table X.

For i=8 (height) it is different. There should be one loudspeaker at elevation 90 deg in the test chamber. But the rendering in the reference client shall assume four height speakers. All four signals from the reference client shall be summed (in time domain?) before further assessing them in the measurement.	Comment by Arvi Lintervo (Nokia): Your interpretation is correct. Also, the summing of the signals from elevated sources is assumed to be done in time-domain. This could be done also in frequency domain after filtering, if linear values are summed, but the initial idea was to do it in time-domain.
	i
	qi [deg]
	fi [deg]
	Comment

	1
	030
	300
	Left, MC channel 1

	2
	0-30
	-300
	Right, MC channel 2

	3
	00
	00
	Center, MC channel 3

	4
	0135
	1350
	Left Surround, MC channel 5

	5
	0-135
	-1350
	Right Surround, MC channel 6

	6
	090
	900
	Left Side Surround, MC channel 7

	7
	0-90
	-900
	Right Side Surround, MC channel 8

	8
	90	Comment by Arvi Lintervo (Nokia): It seems that the azimuth and elevation symbols were mixed. Now it should align with TS 26.260 and above test method 4.5. Fixed same issue with DOA test at section 4.3.
	90
	One height speaker is used in the acoustic test chamber. 

The reference renderer in the reference client is configured with four height speaker signals in accordance with the IVAS default 7.1.4 configuration [reference to future IVAS specification], MC channels 9-12. These four signals are added in the time domain before further measurements.Realization of height speakers, MC channels 9-12 



[image: ]	[image: ]    [image: ]	   
[image: ]  [image: ]

Figure X: Utilized loudspeaker position combinations

[image: ] [image: ]	Comment by Dolby Author: It would be desirable to make the figure more agnostic to scene-based or MASA input format like in the corresponding figure in section 2.5.2.	Comment by Arvi Lintervo (Nokia): Yes
Figure X: Example using IVAS SBA or MASA; The UE under test is connected to a test system composed of a 3GPP wireless system simulator and a reference client with 7.1+4 multichannel output and frequency-domain filters for analysis. 	Comment by Arvi Lintervo (Nokia): Updated figure. 
[bookmark: _Toc135163337]Measurement
The following procedure shall be used:
1. The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with 7.1+4 multichannel output. The codec encoder shall be operated with scene-based audio or metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be 7.1+4 multichannel.
b)	A modulated multi-tone test signal A is played over a loudspeaker at position iA. Simultaneously, a modulated multi-tone test signal B is played over a loudspeaker at position iB. See Annex A.1 for a description of the multi-tone signals.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The output of each multichannel output channel (1, 2, …,12) is captured. After an initial conditioning time of [5] seconds the remainder of the captured signal is converted to the frequency domain as described in Annex X. The signals are filtered by two different comb filters, filter A and filter B, with passbands corresponding to frequencies in signals A and B respectively. The filters are realized by including/excluding certain frequency bins as described in Annex A.3.
d)	The levels after the filters, averaged over the whole duration, are calculated by summing the power of the selected bins.
e)	The level metrics according to Table X are calculated.

Table X Requirements on spatial separation of decoded multichannel output channels. Subscripts denotes the channel number of MC output and applied filtering.	Comment by Dolby Author: @Nokia: What is the intention with summing the four channels 9…12? Also, the intention might be to power-sum? The dB values should not be summed	Comment by Arvi Lintervo (Nokia): This is indeed a mistake in the notation. The aim was not to sum the dB values, but to sum the decoded channels 9-12 and calculate the level from the sum signal. The idea was that all the sound from the height source (ele=90deg) should be coded into the height channels 9-12.

Maybe this could be explicitly stated in some section. 	Comment by Dolby Author: Understood, thanks. Please see previous question about summing in time domain.
	Simultaneous sources	Comment by Dolby Author: @Nokia: It would be good to understand the rejection numbers an ideal system could theoretically provide. Do you plan to provide some experimentally found thresholds?	Comment by Arvi Lintervo (Nokia): In the contribution S4-230231 we already provided some results with the horizontal capture. There measurements were done with Eigenmike and Rode SF-1. No height measurements were included, and the level calculations were done according to the previous proposal (sum over all the bins in the frequency domain)

We can provide some new results with Ambisonics, input height channels included and with the newly proposed calculation method, but unfortunately these will not be ready for the Berlin meeting.

Just a side note, I think we could somehow make references to the provided experiment results in future, with e.g. short abstracts. This could be implemented with Annex for example.
	Requirements on the 7.1+4 Multichannel outputs of the reference decoder

	Source A
	Source B
	Signal component A
	Signal component B

	Azi: 0°
Ele: 0°
	Azi: 90°
Ele: 0°
	L3A – L7A > [NA] dB
	L7B – L3B > [NB] dB

	Azi: -30°
Ele: 0°
	Azi: 30°
Ele: 0°
	L2A – L1A > [NA] dB
	L2B – L1B > [NB] dB

	Azi: -90°
Ele: 0°
	Azi: 90°
Ele: 0°
	L8A – L7A > [NA] dB
	L7B – L8B > [NB] dB

	Azi: 0°
Ele: 0°
	Azi: 135°
Ele 0°
	L3A – L5A > [NA] dB
	L5B – L3B > [NB] dB

	Azi: 0°
Ele: 0°
	Azi: 0°
Ele: 90°
	L3A – Ʃ L9Ʃ9…12A > [NA] dB
	Ʃ L Ʃ9…12B - L3B > [NB] dB



]


[
The following method(s) have been incorporated from [7]:


]

[
The following method(s) have been incorporated from [5]:
[bookmark: _Toc135163338]Spatial perception test for stereo UE in ATIAS 
[bookmark: _Toc135163339]Test setup
Introduction 
This test is applicable to  UEs capturing stereo audio.
test conditions
-	The test conditions should follow the Free-field propagation conditions and test environment noise floor described in TS 26.260[2-1].
Setup for terminals
The setup is referred to TS 26.260 and TS 26.132[2-3]. Including the POI, reference point, etc.
Where the manufacturer gives conditions of use, these will apply for testing. If the manufacturer gives no other requirement, the DUT will be positioned according the reference usage of hand-held hands-free UE in TS 26.132 describing in the following block:
##########################################################################################If HATS measurement equipment is used, it shall be configured to the hand-held hands-free UE according to figure 4. The HATS should be positioned so that the HATS Reference Point is at a distance dHF from the centre point of the visual display of the Mobile Station. The distance dHF is specified by the manufacturer. A vertical angle HF may be specified by the manufacturer. Where it is not specified, the nominal distance dHF shall be 42 cm and HF shall be 0º.
[image: ]
Figure 4: Configuration of hand-held hands-free UE relative to the HATS

################################################################################################
Measurement points:
[image: Diagram

Description automatically generated]
Figure 1: Audio capture block diagram for sending direction measurements
Editor’s Note: The test should represent what sound the user will get. Hence, the test operator doesn't need to calibrate the DUT. The result should include all the deviations between components in one device (like the sensitivity difference between a microphone array used in DUE) and deviations between different manufactured batches.
Definition
interchannel level difference
	The interchannel level difference is the sound level of the left channel minus the right channel. 

interchannel time difference
	The interchannel time difference is the times-of-arrival of the sounds of the left channel minus the right channel.

NOTE: If other parameters like subband signal, SNR, etc., need to be considered is TBD. Since the actual performance of stereo UE hasn’t been confirmed.

Central direction:
 	To create a central direction, the left and right channels usually have the same or similar signals. 
The central direction range is TBD
The requirement of a central direction is TBD

Left\Right direction:
	The left and right channels should have sufficient difference to make sound images located on the left or right. If the sound source comes from the left direction, the interchannel time difference<0 and\or interchannel level difference >0 in general and vice versa.
The left and right range is TBD
The requirement of left and right direction is TBD
Editor’s Note: The method to calculate the stereo sound image is TBD.

Measurement method
a) The UE device under test is mounted in the free-field volume such that its reference point is on the axis of the sound source.
Repeat steps b-c) with an azimuth angular resolution of N degrees for every possible usage range (at least cover the visual range):
b) The sound source pointed directly toward the reference point of the DUT, measuring the impulse response of DUT on the α degree from the reference line (minus for left).
c) Change the angle between sound source and DUT.


Test signal：
	Refer to TS 26.132 clause 7.10. 
Editor’s Note:  The influence of processing like echo cancel on stereo audio is still unclear. It should be careful about the differences caused by processing.


Sound source:
	HAT and coaxial loudspeaker.
Editor’s Note: Since the UE is most used for speech service, and avoid phase different cause by x-way loudspeaker.

Delay Measurement Methodologies
	Refer to TS 26.132 clause 7.10.

Calculate interchannel time difference and interchannel level difference:



]
[
[bookmark: _Toc130152513][bookmark: _Toc130155987][bookmark: _Toc135163340]Sending side audio performance assessment for Immersive Audio Systems in wind noise 	Comment by Bruhn, Stefan: These paragraphs are without square brackets. To be confirmed.	Comment by Reimes, Jan: Agree, this part should go into brackets, as there is no definition of a suitable wind noise simulation yet available.	Comment by Dolby Author: Added square brackets

The following methods have been incorporated from [2]:
[bookmark: _Toc130155988][bookmark: _Toc135163341]Introduction 
This test is applicable to UEs capturing immersive audio, including scene-based (e.g.  First and Higher Order Ambisonics), binaural, channel-based (e.g. 7.1.4, 5.1, stereo), and object-based audio.
[bookmark: _Hlk118382021]test conditions
-	The test conditions should follow the Free-field propagation conditions and test environment noise floor described in TS 26.260[2-1].
-	wind speed should be 0m/s.
-	The size of free-field volume should be large enough to avoid influencing the wind.

Wind-generator:
ETSI TS 103 640[2-2] Annex A lists several turbulent wind generation considerations. Some most important requirements are listed here.
[bookmark: OLE_LINK1]-	The acoustic noise should be [TBD]dB less than the wind noise at effective frequency band.
-	The airflow wide enough to cover the acoustic test equipment and DUT 
-	The device must keep the target wind speed stable during the test.
NOTE: this test method is used to measure the overload, the acoustic noise requirement of the device used to generate wind needn’t be so strictly as the requirement in ETSI TS 103 640[2-2] and IEC 60268-4[2-6].
Setup for terminals
The setup is referred to TS 26.260[2-1] and TS 26.132[2-3]. including the POI, reference point, etc.
Reference point:
Scene-based: geometric centre. [2-1]
Binaural: centre of the acoustic test equipment EEP-to-EEP axis.[2-2]
Object-based: geometric centre of all transducers.
Multichannel: geometric centre of all transducers.
Position:
When using handset UE, headset or hand-free terminal, the terminal should be placed on HATS, according to the corresponding standard or recommended position.
Handsets are given in ITU-T Recommendation P.64 Annex E.[2-5]
Headsets are given in ITU-T Recommendation P.340[2-4]

Measurement points [2-1]:
[image: ]
Figure 1: Audio capture block diagram for sending direction measurements
NOTE: The overload point wind speed is a limiting characteristic like the overload sound pressure. All the channels won't affect each other Some processing may cause overload at some special condition, it has damage to communication and is inevitable in windy sensorics, hence the overload caused by processing is included in the result, so select the standard audio signal to measure, and each channel should be measured independently.

Definition
Overload point wind speed:
 	The maximum wind speed at which the distortion of the terminal does not exceed a specified limit(the value of the limit is TBD) for any possible direction of wind incidence and any channel the device outputted.

Distortion rate:
	Since the clipping appears more frequently at higher wind speed, the probability of clipping appearing in the test signal can indicate distortion rate caused by wind. 
So, the source suggests using the rate of clipped frames in all test frames as the distortion rate.
	[image: ] 
clipped frames:
	The clipped frames will have any of the following characterises:
1. reach the up limit of signal level (the value needs to test for the DUT)
2. frequency range in high frequency is different from wind noise without clipped.

Wind noise measurement method with wind generator for sending direction.
d) The UE device under test is mounted in the free-field volume such that its reference point is on the axis of the wind generator exit port and 30 cm from the exit port.
Repeat steps b-c) with an azimuth angular resolution of N degrees for every possible wind direction:
NOTE 2:  Since limiting the wind direction in real usage scenarios is not suitable, the test should be implemented in every possible wind direction.
e) The wind generator is the target wind speed on the DUT, and the airflow should cover the DUT. 
f) The output of the UE device is stored for offline analysis. The signal should be stored before the wind start and its duration time should larger than 60s.

Increasing the wind speed and repeating the test until the output signal is overloaded or reaches the expected wind speed.
NOTE 3: the wind speed should be selected carefully to avoid the overload damage caused by wind influence on the later test

Calculation of wind-resistant ability
The wind-resistant ability represents with the wind speed overload point, which means the terminal can work stable in all directions, and all channels with the wind speed don't exceed the overload point.
The terminal, with several audio channels output, should be calculated by every channel. 




The following conclusion has been incorporated from [3]:
[bookmark: _Toc130155989][bookmark: _Toc135163342]Recommendations for wind noise simulations for terminal testing

· Wind noise simulations for terminal testing have to be carefully defined under the following constraints:
· A minimum degree of laminar flow should be ensured by means of e.g., spatial wind speed accuracy, measured at multiple points.
· A certain degree of reproducibility should be ensured across labs and/or different test equipment solutions. 
· The noise produced by the ventilator/generator should not exceed a certain threshold to minimize the impact on the actual measurements.
· For employment in typical measurement rooms, a manageable generator size is required – which might limit the aforementioned constraints even further. 
· There is currently no specification available or known to the group that uses or defines such a wind noise simulation.
· Possible test methods and performance requirements for ATIAS should be limited to certain form factors/types of terminals. Wind noise simulation for smaller devices is most likely more feasible and reproducible than for larger ones.
· If applicable, specification of a wind noise simulation, test methods and performance requirements should be verified by round robin tests.

]
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