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Introduction
Use cases in 5G_RTP require sending metadata along with media which can be achieved using RTP header extensions (HE). For example, a RTP HE can be used to send pose together with the rendered frame, as agreed in SA4 #122. 
When both video and audio are delivered together, or when either audio or video is delivered using multiple real-time streams (e.g., depth + texture), multiple RTP streams may be associated with the same header extension data, e.g., the same pose may have been used for generating multiple streams. This may lead to sending the same/related header extension data multiple times in different streams.
The required amount of data for pose information can be quantified based on the information from the TR 26.926 (FS_XRtraffic) and 5G_RTP PD. According to the 5G_RTP PD, the HE for rendered pose has a size of 44+2*n bytes, where n is the number of action identifiers in the header extension. A maximum limit of 10 actions per RTP header extension for rendered pose is allowed. Assuming 5 actions each with 2-byte IDs, a total of 64 bytes are required for a single pose sample. 
Clause 6.5.3.1 of TR 26.926 lists the mean and max video frame sizes for the recommended XR split rendering configurations. Among the listed configurations, VR 2-6 and VR 2-8 have the lowest and highest packet sizes, respectively. Assuming that the pose HE (64 bytes) is added to every packet of a rendered frame, 1500 bytes per packet and a frame rate of 60 fps, the mean/max amount of data required for pose is 66-87 kbps for VR 2-6 and 184-235 kbps for VR 2-8, which are non-negligible data volumes for the air interface. Note that these values are given per eye buffer and will be even higher for higher frame rates.
This contribution defines a generic mechanism to reuse the rendered pose RTP HE added to one stream in multiple streams.
Proposed changes
==== START OF CHANGE 1 ===
[bookmark: Xd6f0da590bab6139f3b31a45973d1c434bdb3e3]4.3 RTP Header Extension for Rendered Pose
The split rendering server streams the rendered frame using one or more video streams, depending on the view and projection configuration that is selected by the UE. The server uses the proposed RTP header extension to associate the selected pose with the rendered frame. An RTP header extension is the most appropriate option to associate the rendered frame with its pose as it is carried as part of the RTP packets that carry the rendered images of a frame. The RTP header extension may also be used with audio streams of a split rendering process. The frequency of RTP header extension for pose is once in a frame/PDU set. It may be sent multiple times but not necessarily in every RTP packet. 
Header extensions are declared in the SDP using the “a=extmap” attribute as defined in RFC8285. The header extension is identified through an association between the URI of the header extension and an ID value that is contained as part of the extension. The rendered pose header extension should use the following URN: “urn:3gpp:xr-rendered-pose”.
The two-byte header format of the header extension is used for signaling the rendered pose. The 2-byte (RFC8285) RTP header extension format of the rendered pose header extension is as follows:

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|         0x100       | appbits |      ID       | length=44+2n. |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                               x                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                               y                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                               z                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              rx                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              ry                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              rz                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              rw                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
|                    estimated-at-time (T1)                     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
|                 start-to-render-at-time (T3)                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      action_id #1             |            ...                |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

The (x,y,z) provides the position of the rendered pose and the (rx,ry,rz,rw) provides the orientation of the rendered pose. 
Estimated-at-time(T1) and start-to-render-at-time(T3) provides the time when pose was estimated and when the split rendering server started to render the rendered frame.
These timestamps use the XR system clock. There is no requirement to synchronize the RTP stream timestamps to the XR system clock. The timestamps are passed to the XR runtime together with the rendered swapchain images (e.g. as part of the xrEndFrame call in OpenXR).
Alternatively to this format, the application and the rendering server may use unique identifiers for the transmitted pose information to reduce the required extension header size.
The header also provides the identifiers of all actions that were processed for the rendering of the frame. A maximum limit of 10 actions per RTP header extension for rendered pose is allowed. Hence, the total size of the header extension is set to 4  (7 + 2  2) + 2  n, where m is the number of timestamps and n is the number of action identifiers in the header extension.
When both video and audio are delivered together, or when either audio or video is delivered using multiple real-time streams (e.g., depth + texture), multiple RTP streams may be associated with the same header extension (HE) data, e.g., the same pose may have been used for generating multiple streams. This may lead to sending the same header extension data multiple times in different streams. 
A generic mechanism is defined to reuse the rendered pose RTP HE added to one stream in multiple stream. For the rendered pose HE, a new extension attribute media:<mid-list> is included in the <extensionattributes> field of the "a=extmap” attribute. The parameter indicates, using the media ID (MID) of media, to which other media the HE with the ID indicated by <value> is applicable to. <mid-list> is a string containing a list of MID values separated by a semi colon. If the extension attribute media is present, then the streams that reuse the rendered pose RTP HE shall use “mid” in their respective media lines according to RFC 5888.
An example SDP description using this extension attribute is presented below. In the example, the rendered pose RTP HE with URI urn:3gpp:xr-rendered-pose provided in the video stream with MID m1 is also applicable to another video stream with MID m3.
v=0 
o=alice 2890844526 2890844526 IN IP4 host.atlanta.example.com 
s=SDP Session 
c=IN IP4 host.atlanta.example.com 
t=0 0
m=application 1001 UDP/DTLS/SCTP webrtc-datachannel
a=sendonly
m=video 23458 RTP/AVP 96
a=mid:m1
a=recvonly 
a=rtpmap:96 H264/90000 
a=extmap:1 urn:3gpp:xr-rendered-pose media:m3
m=audio 23468 RTP/AVP 97
a=mid:m2
a=recvonly 
a=rtpmap:97 PCMU/8000
m=video 23478 RTP/AVP 97
a=mid:m3
a=recvonly 
a=rtpmap:96 H264/90000

NOTE: In case there is a mismatch between the frame rates of the streams, the UE may use the few last available samples from the source RTP stream to obtain a synchronized sample in the dependent stream via interpolation. Alternatively, the UE may choose to not perform any interpolation and simply use the last available sample from the source RTP stream for the dependent stream. It is left to the discretion of the UE application to select an appropriate synchronization method.

The syntax for the "a=3gpp:xr-rendered-pose" attribute shall conform to the following ABNF:
extmap-attr="a=extmap:" 1*5DIGIT ["/" direction] SP "urn:3gpp:xr-rendered-pose" [SP ”media:” 1*(SP token)](

==== END OF CHANGE 1 ===
Proposal
We propose to incorporate the above text into the 5G_RTP PD.
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