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1.	Introduction
The objective of the WID ISAR [1] is to develop solutions for immersive binaural audio on head-tracked devices that are compatible with the envisaged split architectures. This contribution is a joint effort of the sources to combine possible envisioned scenarios (from the UE point of view) for split rendering architectures (based on [3]), which are further detailed for the audio component into architectures to be considered when defining appropriate design contraints and requirements (based on [4]).
2.	Possible scenarios for split rendering architectures
[bookmark: _Hlk135042044]The first scenario is as follows in Figure 2-1, refer to “5G Standalone AR UE” in TR26.998[2], the Lightweight UE connects directly to Cloud/Edge through an embedded 5G modem, and the Lightweight UE has local capabilities of both decoding and rendering.
[image: ]
Figure 2-1: Standalone Lightweight UE
The second scenario is as follows in Figure 2-2, refer to a type of “5G EDGe-Dependent AR UE” in TR26.998[2], the Lightweight UE connects directly to Cloud/Edge through an embedded 5G modem, and the Cloud/Edge provides the capabilities of both decoding and rendering.
[image: ]
Figure 2-2: Cloud/Edge-dependent LightweightUE

The third scenario is as follows in Figure 2-3, refer to a type of “5G EDGe-Dependent AR UE” in TR26.998[2], the Lightweight UE connects directly to Cloud/Edge through an embedded 5G modem, and the Cloud/Edge and Lightweight UE provide the capabilities of decoding and rendering together.
[image: ]
Figure 2-3: Cloud/Edge-dependent Lightweight UE
The fourth scenario is as follows in Figure 2-4, refer to a type of “5G WireLess Tethered AR UE” in TR26.998[2], the Phone UE connects to Cloud/Edge through an embedded 5G modem, the Phone UE and Lightweight UE connect through WiFi or 5G sidelink, maybe through Bluetooth for audio, and the Phone UE provides the capabilities of both decoding and rendering.
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Figure 2-4 Phone-dependent Lightweight UE
The fifth scenario is as follows in Figure 2-5, refer to a type of “5G WireLess Tethered AR UE” in TR26.998[2], the Phone UE connects to Cloud/Edge through an embedded 5G modem, the Phone UE and Lightweight UE connect through WiFi or 5G sidelink, maybe through Bluetooth for audio, Lightweight UE sends Pose Information to Phone UE if needed, and the Phone UE and Lightweight UE provide the capabilities of decoding and rendering together.
[image: ]
Figure 2-5 Phone-dependent Lightweight UE
The sixth scenario is as follows in Figure 2.6, refer to a type of “5G WireLess Tethered AR UE” in TR26.998[2], the Phone UE connects to Cloud/Edge through an embedded 5G modem, the Phone UE and Lightweight UE connect through WiFi or 5G sidelink, maybe through Bluetooth for audio, Lightweight UE sends Pose Information to Cloud/Edge if needed, and the Cloud/Edge and Lightweight UE provide the capabilities of decoding and rendering together, the Phone UE just acts as a relay device.
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Figure 2-6 Cloud/Edge-dependent Lightweight UE
The seventh scenario is as follows in Figure 2-7, refer to a type of “5G WireLess Tethered AR UE” in TR26.998[2], the Phone UE connects to Cloud/Edge through an embedded 5G modem, the Phone UE and Lightweight UE connect through WiFi or 5G sidelink, maybe through Bluetooth for audio, Lightweight UE sends Pose Information to Phone UE and Cloud/Edge if needed, and the Cloud/Edge, Phone UE and Lightweight UE provide the capabilities of decoding and rendering together.

[image: ]
Figure 2-7 Cloud/Edge and Phone UE-dependent Lightweight UE
The eighth scenario is as follows in Figure 2-8, refer to a type of “5G WireLess Tethered AR UE” in TR26.998[2], the Phone UE connects to Cloud/Edge through an embedded 5G modem, the Phone UE and Lightweight UE connect through WiFi or 5G sidelink, maybe through Bluetooth for audio, Lightweight UE sends Pose Information to Phone UE and Cloud/Edge if needed, and the Cloud/Edge and Phone UE provide the capabilities of decoding and rendering together.
[image: ]
Figure 2-8 Cloud/Edge and Phone UE-dependent Lightweight UE

3.	Audio Architectures for Split Rendering Scenarios
3.1	Introduction
In all scenarios of section 2 it is assumed that there is a lightweight UE (AR glasses, XR device) and other entities being more capable (edge, smartphone). An XR scene usually comprises both visual and audio media. Within the scope of ISAR the visual media follows a split rendering approach, where decoding and (pre-)rendering are performed by a capable device (e.g., an edge server), and limited processing with lower complexity is performed on the lightweight UE. 
For the immersive audio media different constraints in terms of complexity and memory as well as constraints related to relevant interfaces between remote presentation engine and end device such as bit rate, latency (including motion-to-sound latency), down- and upstream link characteristics may apply.
The following generic architectures illustrate the separation of decoding and rendering of the downstream audio between lightweight UE and capable devices, limited to the data flow relevant to the application of the pose information for head-tracked binaural audio.
NOTE: 	Pose information may be required for the media generation and thus be sent upstream to the core network (and any media encoding instances beyond) independent of the three architectures.
Selection of an architecture has an impact on complexity and memory as well as applicability to relevant interfaces between remote presentation engine and end device due to bit rate, latency (including motion-to-sound latency), down- and upstream traffic characteristics.
3.2	Local Audio Rendering
[bookmark: OLE_LINK2]The immersive audio data is streamed directly to the lightweight UE, which is responsible for decoding, rendering, and synchronizing the audio with the corresponding visual content. The lightweight UE processes the pose information locally and adjusts the audio rendering accordingly to create a convincing immersive experience.
NOTE: 	This architecture is not a split architecture for the audio media in the sense that complex operations are offloaded to a capable device. This also represents the case that should be considered as the reference.
[image: ]
Figure 3.2-1: Sequence of data flow for Architecture 1, Local Audio Rendering
3.3	Distributed Audio Rendering
The capable device performs decoding and pre-rendering of the immersive audio media, and the pre-rendered audio is transmitted to the lightweight UE. The pose information is sent to the capable device if needed, which adjusts the pre-rendering based on the pose data to generate an ‘intermediate representation’. The lightweight UE then performs decoding of the received intermediate representation and applies post-rendering for pose correction using a recent pose information. [image: ]

Figure 3.3-1: Sequence of data flow for Architecture 2, Distributed Audio Rendering
3.4	Remote Audio Rendering
The capable device is responsible for decoding and fully rendering the immersive audio media and encoding the rendered audio into an ‘intermediate representation’, containing coded binaural audio. The intermediate representation is transmitted to the lightweight UE, which performs decoding of the rendered media. The lightweight UE synchronizes the binaural audio with the corresponding visual content. 
[image: ]
Figure 3.4-1: Sequence of data flow for Architecture 3, Remote Audio Rendering
[ 3.5	Case(s) of more than two capable device is TBD
FFS
]

4.	Discussion
The architectures differ in terms of complexity and memory, demands for the 5G link (including selection of appropriate 5QI), motion-to-sound and end-2-end latency, down- and upstream traffic characteristics, suitability for a given rendering scenario and ultimately in the solutions defined by the ISAR WI.
5.	Conclusion
[bookmark: _Hlk131977287][bookmark: OLE_LINK1]The sources presented
· scenarios for audio in split rendering scenarios
· generic architectures for the split of functionalities between lightweight UE and capable device(s) (limited to the application of pose information for head-tracked binaural audio). 

It is proposed to put section 2 and 3 into the TR draft on ISAR Requirements and to consider the scenarios and architctures when further defining the requirements and design constraints for ISAR.
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