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[bookmark: _Toc504713888]1 Introduction
The SID FS_AI4Media defines some media AI related use cases, but none of them are real-time communication. This contribution introduces two new network-based AI use cases for real-time communication.
· Video Super Resolution
· NLP on Speech 
2 Discussion
2.1 Video Super Resolution for Video Call
Currently, the PD of FS_AI4Media has defined video quality enhancement scenarios in section 4.2. AI-based video quality enhancement can effectively improve video quality, which can be introduced to real-time communication as a new use case to improve video call experience. 
The AI-based video super resolution function and video decoding/encoding function need to be added to the IMS network. This network-based super resolution for video call can be a supplemental use case for video super resolution use cases.
An AI-based video super resolution test on server is shown as below:
	Hardware
	Parameter
	Algorithm
	Dataset
	Test Result
	Source Link

	
	
	
	
	PSNR
	SSIM
	Time Delay(ms)
	

	Mobile Qualcomm Snapdragon 865
	180*320 24FPS->1280*720
	One-way recursion
	REDS
	27.85
	0.7983
	11.3
	https://ieeexplore.ieee.org/document/9523107

	Server with Python 3.6.4, PyTorch 1.1 and V100 GPUs
	180*320 14FPS->1280*720
	One-way recursion
	REDS
	32.15
	0.9024
	70
	https://arxiv.org/abs/2204.07114



The test result shows that the effect of video super resolution on the server is better, but the delay is longer，which can be further reduced through optimization.
[bookmark: _GoBack]In addition, AI-based video super resolution processing on the mobile devices will bring additional power consumption. According to a test report published in 2022 on video super resolution processing on the mobile devices(https://www.researchgate.net/publication/365299424), the average power consumption for processing at 30 FPS was 0.32 watts. This means that a fully charged mobile phone can perform super-resolution processing in less than a minute at 30 FPS. This is the best experimental result achieved by optimizations specifically designed for mobile devices, and the actual power consumption is expected to be higher than this value.
[image: 1684058470019]
  Table 1. Mobile AI 2022 Power Efficient Video Super-Resolution challenge results and final rankings. During the runtime and power consumption measurements, the models were upscaling video frames from 180×320 to 1280×720 pixels on the MediaTek Dimensity 9000 chipset.

2.2 NLP on Speech in real-time communication
The Clause 4.4 of FS_AI4Media PD defines NLP on speech use case. The main scenario is that UE downloads some training models from the network, and performs AI training locally, then shares the training results with the network to implement distributed learning. 
AI-based NLP on speech is especially useful in business communication between different countries/languages, which can be introduced to real-time communication as a new use case to improve call experience. Currently, voice-to-text conversion of WeChat and WhatsApp are completed on the server rather than on the mobile phone. Therefore, we propose to study a use case of network-based NLP on speech in real-time voice/video call. This network-based NLP on speech for video call can be a supplemental use case for NLP on speech use cases.
3 Proposed changes
	1st Change



4.2	Video Quality Enhancement in Streaming
	2nd Change



4.2.2	Network-receiver approaches
4.2.2.1	Network based Video Super Resolution in Video call
UE-A initiates a video call to UE-B and establishes audio and video session connections with the UE-B, UE-A collects and sends low-resolution video stream to IMS network. The IMS network processes high-fidelity video using the down-scaling part of a pre-trained AI/ML model to an intermediate data stream that is streamed together with a lower resolution encoding of the video. The receiver (UE) runs an inference algorithm (e.g. the up-scaling part of AI/ML model) on using the received intermediate data and video stream to produce a high-quality video for rendering.
The main scenario in this use case is about streaming intermediate data from the network for processing on the UE, involving AI/ML data distribution and operation splitting.
IMS network needs to optimize the end-to-end delay while maintaining the video super resolution effect. (e.g., to achieve latency below 40ms).
	3rd Change



4.4 NLP on Speech
4.4.1 NLP on Speech in real-time communication
NLP on speech in real-time communication can be done on both UE and network, or fully on the network. A use case which is fully completed on network is described as below.
UE-B has subscribed intelligent translation service. UE-A initiates an audio/video call and establishes a connection between UE-A and UE-B through IMS network. When detecting that UE-B has intelligent translation service, the IMS serving for UE-B decodes the audio stream from UE-A, recognizes and translates into text of required language based on the AI recognition, then sends the text to UE-B through a new unidirectional channel.
[image: C:\Users\s00301411\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\B4D1D471.tmp]

3 Proposal
We propose to add the text of clause 4.2.2 and clause 4.4.1 of this contribution to the Permanent Document as new to update the original use cases.
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