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1	Introduction
This contribution proposes a scenario for the AI/ML evaluation framework in FS_AI4Media.
[bookmark: _GoBack]2	Scenario: Split inferencing for human pose estimation
2.1	Scenario name
Split inferencing for human pose estimation.
2.2	Motivation and use case relevance
Many state of the art XR applications require some form of human body part movement for a given service. At the most basic level, human movement recognition and estimation or arms, hands, fingers, as well as facial parts such as eyes, nose, and ears are essential tools, which can be used as a form of device input for UI control when wearing a head mounted display or glasses type device.
Another trend seen during the covid19 lockdown period, and even post-covid19, is the increase in home fitness applications. Such home wellness applications benefit from the use of advanced motion/pose recognition during exercise and activity recognition, to more simple techniques such as movement counters.
Targeting lightweight and low processing devices such as AR glasses and home IoT devices, splitting the inference process with a network or centralized entity reduces the computational requirements of such lightweight/mobile devices.
This scenario falls under the use case of Object Recognition in Image and Video, with further details of the related use case in clause 4.1.1.1.
2.3	Description of the scenario
In this scenario, a pre-trained AI/ML model for human pose estimation, PoseNet (MobileNetV1 backbone, FP32) [1], is split into two different parts (split models) for split inferencing. The first part is inferenced on a low-capability device (e.g. Samsung A series, TBC), and the second part is inferenced on a high-capability device (e.g. Samsung Galaxy S23, TBC) which simulates a network resource entity. The scenario corresponds to the topology shown in figure 5.1.1.1-1, the split AI/ML model inference topology where the UE is the media data source with first inference endpoint on the UE. Prior to the service, the (split) pre-trained model (anchor model) is assumed to be available on the high-capability device, and the inference input data (test dataset) is assumed to be available on the low-capability device.
The scenario considers the splitting of PoseNet at different layers in order to measure the overall performance and data characteristics of split inferencing between two nodes of differing computational capabilities.
As part of the scenario, the delivery of AI/ML data from between the two devices are taken in account, more specifically:
- Delivery of the split model from the high-capability device (network) to the low-capability device
- Delivery of the intermediate data (output of first split inference) from the low-capability device to the high-capability device
The inference output of PoseNet for the scenario will be to detect, in an instance-agnostic fashion, all visible keypoints belonging to any person in a corresponding input image.
2.4	Supporting companies and 3GPP members
· Samsung Electronics Co., Ltd.
2.5	Anchor AI/ML DNN model(s) for the scenario
For the evaluation of this scenario, the PoseNet (MobileNetV1 backbone, FP32) model is used. PoseNet as a reference implementation of a TensorFlow Lite pose estimation model is available from TensorFlow [1] and is licensed under the Creative Commonds Attribution 4.0 License.
	Model
	Size (MB)
	mAP
	No. of layers
	No. of parameters

	PoseNet (MobileNetV1 backbone, FP32)
	13.3MB
	45.6
	31
	1,180,147


Table 2.5-1: Anchor model(s) for the scenario

2.6	Testbed architecture and anchors
The testbed architecture for this scenario is based on that from clause 7.4.1.


Figure 2.6-1 Testbed architecture for the scenario
The split configurations for the scenario are compared to two anchors:
1. Where the anchor model is inferenced completely on the low capability device
2. Where the anchor model is inferenced completely on the high capability device (simulating a network entity), with the test dataset and inference output delivered via the test network
The anchor model used is that shown in table 2.5-1.
Multiple model split configurations are considered as described in clause 2.7.

2.7	Test configuration factors, constraints and settings
PoseNet is composed of 31 different layers, resulting in 32 different possible split point configurations between the two inference nodes, including the two anchors as mentioned in clause 2.6 (layers inference on first node : layers inferenced on second node):
· 0:31
· 1:30
· 2:29
· …
· 31:0
The scenario aims to evaluate each of the 32 split point configurations, with each split configuration tested at a range of different network bandwidth configurations (specific bandwidths TBC).
For the test network between the low-capability and high-capability device, a WiFi connection will be used for the delivery of the required AI/ML data as described in clause 2.3.
Latencies due to any pre-processing (e.g. downscaling/upscaling) required on the test dataset for the input into PoseNet will not be taken into consideration as part of the scenario metrics.
Processing capability related configurations are dependent on the devices used for the scenario as described in clause 2.3.
2.8	Feasibility/performance evaluation metrics and requirements
For each split point configuration, the following metrics are computed:
· Test split model file sizes
· Intermediate data size or bitrate
· Inference latency at each device
· Optionally, additional performance measurements (complexity) at each device
Performance measurements may use the native benchmark binary or Android benchmark app as provided by TensorFlow (or scripted developed independelty) in order to measure: certain KPIs which may include, bur are not limited: initialization time, inference time of warmup state, inference time of steady state, memory usage during initialization time and overall memory usage.
Using WiFi as a test network between the two devices, a range of different network bandwidths are considered for the delivery of the test split model and intermediate data for each split configuration.
For each network bandwidth configuration, the network latencies for the delivery of the AI/ML data described are computed.
2.9	Test dataset(s) and scripts for the scenario
The test dataset is comprised of a subset of images from COCO (Common Objects in Context) [2].
The annotations in the COCO dataset belong to the COCO Consortium and are licensed under a Creative Commons Attribution 4.0 License, whilst the images are also under a Creative Commons license, the use of which must abide by the Flickr Terms of Use.
Test dataset and scripts to be provided by SA4 #125 (August, 2023).
2.10	Detailed test conditions
TBD.
2.11	Interoperability considerations for the scenario
None.
2.12	External performance data
None.
2.13	Expected time plan for the scenario completion
Provide test dataset and scripts – SA4 #125, August, 2023
Completion – SA4 # 126, November, 2023
2.14	Additional information
None.
2.15	References for the scenario
[1] https://www.tensorflow.org/lite/examples/pose_estimation/overview
[2] https://cocodataset.org/#home

3 Proposal
We propose to include the scenario in section 2 of this contribution as a scenario into clause 7 of the permanent document.
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