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1. [bookmark: _Toc504713888]Introduction
The Split Rendering MSE relies on MeCAR for the definition of the media profile for media and metadata exchange between the split rendering client and server. Currently, SR_MSE defines a single profile, the pixel streaming profile, which allows the split rendering client to delegate the rendering process fully to the split rendering server.
In this contribution, we provide a draft definition of the media capabilities for the pixel streaming profile of the split rendering media service enabler.

The current contribution defines a set of capabilities that will be required for the operation of the pixel streaming profile of split rendering.
1. Media Capabilities Profile for Pixel Streaming
2.1	General
The Pixel Stremaing profile for split rendering allows the UE to delegate the rendering operation fully to the network/edge. The UE will receiver fully pre-rendered content that it can use for composition and display. 
2.2	XR Runtime Capabilities
Pixel Streaming may target different view and composition layer configurations of the XR runtime to address the needs of different device categories and configurations. For example, a device that renders an AR experience on a 2D screen, such as a tablet, may require a rendition of the scene that produces a single 2D view. An extra channel may convey the transparency information to allow for composition of the rendered scene with the physical world view as captured by the device’s cameras locally at the device. In another example, the device is an HMD that composes the rendered eye views together with a 360 degree background image/video locally at the device. 
A Split Rendering Server that complies with the Pixel Streaming Profile shall support the following view configurations:
· A mono view configuration, where a single view is rendered. A single view pose is used to configure the rendering projections.
· A stereo view configuration, where two eye views are rendered. The pose information received from the UE shall contain the view pose for each eye view.
A Split Rendering Server that complies with the Pixel Streaming Profile shall support rendering for the following composition layer configurations:
· Projection: the rendering produces planar projected images rendered from the eye point of each eye using a standard perspective projection.
· Quad: the rendering produces a non-projected 2D image that will be composited by the XR runtime in the device as a planar surface. 
· Equirectangular: the rendering produces an equirectangular image. 
· Cubemap: the rendering produces six images, each corresponding to a face of a cubemap. The images may be coded together or separately as described in B.2.3.
The Split Rendering Client that supports the Pixel Streaming Profile shall be able to send the following information to the Split Rendering Server:
· View and composition layer configurations as defined in clause TS26.565 8.4.2.
· XR Space configuration as defined in clause TS26.565 8.4.2.
XR-Pose-Cap 1: the UE shall be able to retrieve Oone or more pose predictions for each view and for every frame to be rendered as defined in clause 7.
XR-Pose-Cap 2: the UE shall be able to retrieve and collect Tthe user actions events that occurred since the rendering of the previous frame as defined in clause 7during an identified time interval.
2.3	Media Capabilities
HEVC-Dec-1: Ta compliant entityhe Split Rendering Client that complies with the Pixel Streaming profile shall support the decoding of H.265 (HEVC) Main Profile level 4 bitstreams. .
a compliant entityThe Split Rendering Client that complies with the Pixel Streaming profile should support the decoding of H.265 (HEVC) Main 10 Profile level 5 bitstreams.
The Split Rendering Client that complies with the Pixel Streaming profile shall support:
The decoding and extraction of auxiliary pictures of type AUX_ALPHA and the alpha channel information SEI message
The decoding and extraction of auxiliary pictures of type  AUX_DEPTH and the depth representation information SEI message.
The decoding and extraction of the equirectangular projection SEI message 
The decoding of packed cubemap pictures and the frame packing arrangement SEI message
HEVC-DEC-2: a compliant entityThe Split Rendering Client that complies with the Pixel Streaming profile shall support the simultaneous decoding of two  bitstreams that comply with the previously state profile and level requirementsmedia capability HEVC-DEC-1. 
The Split Rendering Client that complies with the Pixel Streaming profileUE should support the simultaneous decoding of three bitstreams that comply with media capability HEVC-DEC-1the previously state profile and level requirements.
HEVC-ENC-1: a compliant entity shall support the simultaneous encoding of 2 H.265 (HEVC) Main Profile level 4 bitstreams. 
HEVC-ENC-2: a complaint entity shall support the encoding of monochrome video for alpha and depth information using H.265 (HEVC) Main Profile level 4.
DEC-SIMUL-1: When passed to the decoder at the same time, the  compliant entity UE shall be able to decode and output frames that are rendered for the same target display time within 5 milliseconds of each other.
AUDIO-DEC-1: The Split Rendering Client that complies with the Pixel Streaming profile shall support:
a compliant entityThe  shall be able to decodinge of at least one MPEG-4 Enhanced Low Delay AAC (AAC-ELD) with SBR disabled at 64kbps (ELD-64-S) compressed audio streams.
AUDIO-DEC-2: a compliant entityThe Split Rendering Server that complies with the Pixel Streaming profile shall support
The encoding of MPEG-4 Enhanced Low Delay AAC (AAC-ELD) with SBR disabled at 64kbps (ELD-64-S)
 should be able to decode an EVS stream with input sampling rate of up to 48kHz, operating on full band audio bandwidth at bitrates up to 128kbps.
AUDIO-ENC-1: a compliant entity shall support the encoding of an audio stream using MPEG-4 Enhanced Low Delay AAC (AAC-ELD) with SB disabled at 64kbps (ELD-64-S) with a total algorithmic latency no higher than 20 milliseconds.
AUDIO-ENC-2: a compliant entity shall support the encoding of an audio stream using EVS with a total algorithmic latency no higher than 32 milliseconds. 
1. Proposal
We propose to add the content of clause 2 to the MeCAR permanent documentthe identified capabilities to the MeCAR to enable specifications like 26.565 to reference them properly.
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