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[bookmark: _Toc504713888]1 Discussion

A contribution S4-230390 introduce timing estimation between the pose information and the rendered content for split rendering service use-case. The timing information may be used to measure the QoE metric associated with the motion to photon. 
This contribution details the different steps of the split rendering loop to collect and use that timing information in the device and the server.

2 Proposed changes

--------------------------------------------- Begin First change ----------------------------------------------------------------------

[bookmark: _Toc130832428]8.3	Pose information
8.3.1	QoE timing information
The MeCAR device sends a group of pose information to the server's split render function to generate rendered media frames based on the poses. Each pose is associated with time metadata, such as the time when the pose estimation was made (T1posePredictionTime), the estimated target display time of the content (T2.estimateddisplayTime), and the time the group of poses was sent (T1'poseTxTime).
The gap between the actual-target- display- time (T2.actual-displayTime) and the pose estimate time (T1posePredictionTime) is the pose-to-render-to-photon delay, which allows the MeCAR device to know the amount of processing time as well as the connection delay required for a loop of split rendering. The next round of pose estimation should refer to the pose-to-render-to-photon delay for the estimation of a new T2.estimated.
displayTime.The split render function in the server may refer to T1'poseTxTime, which is the time when the group of poses is sent from device, if multiple pairs of pose and metadata for the same target display time are received from the device. The T1’poseTxTime information may be used to manage poses by the server, such as allowing the MeCAR device to update former estimations by resubmitting a new pose with the same estimated-target-display-time displayTime.
The split render function in the server sends rendered media frames and associated metadata. The metadata shall include the pose used for the rendered frame, as well as corresponding time information, such as T1, T2.estimatedposePredictionTime, displayTime, and may include the time when the rendering started (T3startRenderTime), all sent to the MeCAR device in order to measure the render-to-photon delay. The renderedFrameTxTime measures the render-to-photon delay  
The (renderedFrameTxTime) is the time information at the output of the SRS when the rendered encoded frame is sent from the server to the MeCAR device. It can be used to measure the downlink delay of the network or the server processing delay. 
In the case where there are poses stacked in the server’s pose buffer, for example with a granularity finer than the device's supported frame rate, the split render function should select the pose closest to the display time, according to the previous-render-to-photonpreviousRenderToPhoton delay. The previous- render-to-photon previousRenderToPhoton delay. The previousRenderToPhoton delay from the most recent frame information may help the server to make this selection..
[image: ]
· Pose and timestamp information from the device
· Estimated pose
· Estimated-at-time (T1)
· Estimated-target-display-time (T2.estimated)
· Sent-at-time (T1')
· Previous-render-to-photon-time (T2.actual-T3)




Procedure

1. The raw pose is acquired by the XR Source Management from the XR Runtime.
2. The XR Source Management estimates the target display time displayTime. To estimate that time, it uses the previous timestamps and delays measurements of the pose-to-render-to-photon which is the gap between the actual-displayTime and the pose estimate time posePredictionTime.
3. The XR Source Management predicts the pose at the estimated target displayTime of the content. The pose prediction is made at the posePredictionTime.
4. The UE MAF gets the predicted poses or group of poses with the associated times metadata (displayTime, posePredictionTime, previousRenderToPhoton delay).
5. The UE MAF sends the predicted pose or group of poses and the associated time metadata. The MAF appends to the time metadata the poseTxTime which is the time when the group of poses is sent from device.
6. The Scene Manager in the Split Rendering Server renders the scene based on the received predicted pose. It records the time when the rendering started (startRenderTime) and appends it to the time metadata.
The predicted pose used for rendering with its associated time metadata is stored with the output rendered media frame.
In the case where there are poses stacked in the server’s pose buffer, the Scene Manager in the Split Rendering Server should select one of the (predicted pose, displayTime) pair following a local estimation of the display time by using the previousRenderToPhoton delay received in the time metadata.
7. The rendered media frame is sent to the video encoder with the associated time metadata.
8. The Split Rendering Server encodes the rendered media frame together with the associated time metadata.
9. The encoded media frame is sent from the Split Rendering Server to the UE MAF with the associated time metadata. The Split Rendering Server appends the renderedFrameTxTime timestamp when it sends the rendered media frame to the UE.
10. The UE MAF decodes the media data.
11. The rendered frame is shared to the Presentation Engine and the XR runtime.
12. The XR runtime performs further processing such pose correction using the latest pose. The UE records the poseCorrectionTime of the latest pose.
13. The frame is displayed at the actual-displayTime.

8.3.2	Pose information delays and QoE
The UE application uses the actual-displayTime and the others timing metadata (posePredictionTime, poseTxTime, startRenderTime) to measure the actual delays:
pose-to-render-to-photon delay = actual-displayTime - posePredictionTime
render-to-photon delay = actual-displayTime - startRenderTime
pose-to-render delay = startRenderTime - posePredictionTime
motion-to-photon = actual-displayTime – poseCorrectionTime

By using all the history of delay measurement, the Application can estimate the delays for the next poses and rendered frames. Knowing the delays, the device and the server can adjust the different processing tasks (rendering, encoding, decoding …), for example by changing configuration (e.g., resolution, codecs, level of details).
· Pose and timestamp information associated with rendered media frame from the serverdevice:
· Pose used for rendering
· Estimated-at-time (T1)
· Estimated-target-display-time (T2.estimated)
· Start-to-render-at-time (T3)
· Pose Predicted pose: it includes location and direction information.
· Estimated-at-time (T1) is the actual time of posePredictionTime: the time when the pose estimation was made.
· Estimated-displayTime: the estimated target- display- time (T2.estimated)for the media frame which will be rendered, using to this pose.
· poseTxTime: the actual time when a pose or a group of poses is sent from the device to the Split Rendering Server
· previousRenderToPhoton: the render-to-photon delay for the most recent frame (actual-displayTime - startRenderTime).
· Pose and timestamp information associated with rendered media frame from the Split Rendering Server:
· Pose used for rendering
· posePredictionTime: the time when the pose estimation was made
· displayTime: the estimated target display time for the media frame which is rendered, or will be rendered, using to this pose.
Sent-at-time (T1') is the actual time when a pose or a group of poses is sent from the device to the server.
Previous-render-to-photon-time (T2.actual.previous-T3.previous) is the render-to-photon delay for the most recent frame.
· Start-to-render-at-time (T3)startRenderTime: is the actual time when the renderer in the split rendering serverSplit Rendering Server starts to render the associated media frame.
· renderedFrameTxTime: is the time when the Split Rendering Server sends the rendered media frame to the device


--------------------------------------------- End First change -------------------------------------------------------------------------

--------------------------------------------- Begin second change -------------------------------------------------------------------


[bookmark: _Toc130832422]7.2	Pose Prediction Format
The split rendering client on the XR device periodically transmits a set of pose predictions to the split rendering server. The type of the message shall be set to “urn:3gpp:split-rendering:v1:pose”.
Each predicted pose shall contain the associated predicted display time and an identifier of the XR space that was used for that pose. 
[bookmark: _Hlk131694074]The message contains time Information to allow delay estimation by the server.
Depending on the view configuration of the XR session, there could be different pose information for each view. 
The payload of the message shall be as follows:
Table 8 - Pose Prediction Format
	Name
	Type
	Cardinality
	Description

	poseInfo
	Object
	1..n
	An array of pose information objects, each corresponding to a target display time and XR space. 

	  displayTime
	number
	1..1
	The time for which the current view poses are predicted.

	  xrSpace
	number
	0..1
	An identifier for the XR space in which the view poses are expressed. The set of XR spaces are agreed on between the split rendering client and the split rendering server at the setup of the split rendering session.

	  viewPoses
	Object
	0..n
	An array that provides a list of the poses associated with every view. The number of views is determined during the split rendering session setup between the split rendering client and server, depending on the view configuration of the XR session.

	     pose
	Object
	1..1
	An object that carries the pose information for a particular view.

	        orientation
	Object
	1..1
	Represents the orientation of the view pose as a quaternion based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the quaternion.

	             y
	number
	1..1
	Provides the y coordinate of the quaternion.

	             z
	number
	1..1
	Provides the z coordinate of the quaternion.

	             w
	number
	1..1
	Provides the w coordinate of the quaternion.

	        position
	Object
	1..1
	Represents the location in 3D space of the pose based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the position vector.

	             y
	number
	1..1
	Provides the y coordinate of the position vector.

	             z
	number
	1..1
	Provides the z coordinate of the position vector.

	     fov
	Object
	10..1
	Indicates the four sides of the field of view used for the projection of the corresponding XR view.

	        angleLeft
	number
	1..1
	The angle of the left side of the field of view. For a symmetric field of view this value is negative.

	        angleRight
	number
	1..1
	The angle of the right side of the field of view.

	        angleUp
	number
	1..1
	The angle of the top part of the field of view.

	        angleDown
	number
	1..1
	The angle of the bottom part of the field of view. For a symmetric field of view this value is negative.

	timeInfo
	Object
	0..1
	A time and delay information object associated with the set of poseInfo

		posePredictionTime
	number
	1..1
	The time of when the pose prediction was made.

		poseTxTime
	number
	0..1
	The time when the pose or the group of poses is sent from the device to the server.

		previousRenderToPhoton
	number
	0..1
	The render-to-photon delay for the most recent frame (previous actual displayTime - previous start to render Time).

		previousPoseToRenderToPhoton
	number
	0..1
	The pose-to-render-to-photon delay of the most recent frame. It is the difference between the time when the pose is predicted and the time when the corresponding rendered frame is displayed for the most recent frame (previous actual displayTime – previous posePredictionTime).



--------------------------------------------- End second change -------------------------------------------------------------------



3 Proposal
We propose to update the section 7.2 and the section 8.3 of MeCAR PD v0.5.1 with the proposed changes in clause 2.
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