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1. [bookmark: _Toc504713888]Introduction
In this contribution, we describe a recently released compression library for trained neural networks. We also propose to establish an evaluation framework for documenting different split inference scenarios and comparing different approaches for compression of DNN-related data.
1. AIMET Library
Qualcomm has recently released the AI Model Efficiency Toolkit (AIMET). AIMET is a library that provides advanced model quantization and compression techniques for trained neural network models. The library focuses on unilateral (sender-only) techniques that do not require any decoding on the receiver side. 
The following figure depicts the concept of the AIMET library.

The library is designed to work with trained PyTorch and Tensorflow/Keras models and can automate the optimization without significant loss in accuracy. The library supports advanced quantization and compression techniques that contribute to faster inference and lower memory footprint. 
The following python code shows how the library may be used to compress a trained DNN:
	from aimet_torch.compress import ModelCompressor
ssvd_compressed_model, ssvd_comp_stats = ModelCompressor.compress_model(model=model,                                                                        	eval_callback=eval_callback,                                                                        	eval_iterations=1,                                                                        	input_shape=(1, 3, 224, 224),                                                                        	compress_scheme=CompressionScheme.spatial_svd,                                                                        	cost_metric=CostMetric.mac, 	
       parameters=params)
print(ssvd_comp_stats)



The source code may be found in [1].
1. AI/ML Evaluation Framework
Several trained model zoos exist on the internet, some of which are very widely used like [2]. We propose to document a set of models as a reference for the AI/ML evaluation conducted in SA4. 
An evaluation framework similar to the one built for our earlier work on video (e.g. in TR26.955) should be developed. The anchors should be the models directly downloaded from the model zoo. The evaluation should include the following:
· Comparison of compressed and non-compressed trained model and their accuracies.
· Comparison of different checkpoints of the model to evaluate model updates.
· Evaluation of different split points for the model and documentation of the intermediate data.
Public data sets need to be identified and used for this effort.
1. Proposal
We propose to document content of section 2 and start building an evaluation framework for AI/ML as discussion in section 3.
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[1]	 	AI Model Efficiency Toolkit (AIMET), https://github.com/quic/aimet 
[2] 	Model Zoo, https://modelzoo.co 
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