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[bookmark: _Toc123564037]X.1.2	Spatial audio capture – spatial separation for multiple acoustic sources based on FOA components
[bookmark: _Toc123564038]X.1.2.1	Definition
The spatial separation is defined in terms of the level combinations observed at the output of the reference IVAS decoder when the UE is subjected to two simultaneous acoustic sources at predefined directions, (ii i=1,...,L.
[bookmark: _Toc123564039]X.1.2.2	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of [200Hz].[Editor’s note: The 200Hz value is inherited from TS 26.260 while TS 26.132 specifies 275 Hz for communication. In case the latter is used, test signals should not have energy below 275Hz, since echo-free conditions are necessary for this test]
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]
Loudspeaker array 
An array of coaxial loudspeakers is is located at a set of predefined directions (ii, i=1,…,6, from the geometric center of the UE. The different locations may be realized using multiple loudspeakers or by rotation of at least two loudspeakers or by rotation of the UE.
In case the UE has motion compensation (automatic rotation of the captured soundfield depending on pose), physical rotation of the UE shall not be used to achieve the predefined directions and it shall be ensured that there is no misalignment of X, Y and Z axes due to the motion compensation.
[Editor’s note: this applies for general audio case. For communication HATS playback might be considered.]
The distance from the loudspeaker front baffle to the center of the UE shall be at least 1m. [Editor’s note: check if 1m is sufficient, considering the proximity effect at 200/275 Hz, which we would like to avoid as it biases the test result. This should go (later) into a separate clause]
The loudspeakers shall be equalized with the UE absent, using a [measurement microphone and diffuse-field equalization] placed at the UE position. The microphone shall point in the positive Z direction with its membrane in the XY plane.

Table X: Location of loudspeakers
	Position
	i
	i [deg]
	i [deg]
	Comment

	X1
	1
	0
	0
	0 deg (frontal) incidence to the DUT, along the X-axis

	X2
	2
	0
	180
	opposite to X1, along the X-axis

	Y1
	3
	0
	-90
	-90 deg incidence to the DUT, along the Y-axis

	Y2
	4
	0
	90
	opposite to Y1, along the Y-axis

	Z1
	5
	90
	0
	“from the ceiling” incidence to the DUT, along the Z-axis

	Z2
	6
	-90
	0
	opposite to Z1, along the Z-axis
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Figure X: Location of loudspeakers
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Figure X: Example using FOA; The UE under test is connected to a test system composed of a 3GPP wireless system simulator and a reference client with B-format output and frequency-domain filters for analysis. For HOA, the same setup is used and the higher order ambisonics components at the receiver are ignored. For MASA input capture, IVAS MASA encoder is utilized.

[bookmark: _Toc123564040]X.1.2.3	Measurement
The following procedure shall be used:
a)	The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with B-format output. The codec shall be operated with scene-based audio or metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be FOA.
b)	A modulated multi-tone test signal A is played over a loudspeaker at position X1. Simultanously, a modulated multi-tone test signal B is played over a loudspeaker at position Y1. See Annex X for a description of the multi-tone signals.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The output of each ambisonics component (W, X, Y, Z) is captured. After an initial conditioning time of [5] seconds the remainder of the captured signal is converted to the frequency domain as described in Annex X. The signals are filtered by two different comb filters, filter A and filter B, with passbands corresponding to frequencies in signals A and B respectively. The filters are realized by including/excluding certain frequency bins as described in Annex X.
d)	The levels after the filters, averaged over the whole duration, are calculated by summing the power of the selected bins.
e)	The level metrics according to Table X are calculated.
Table X: Assessment of spatial separation
	Simultaneous sources
	Requirements on the B-format outputs of the reference decoder

	Source A
	Source B
	Signal component A
	Signal component B
	Motivation

	Position X1
	Position Y1
	LXA – LYA > [N] dB,
|LWA – LXA| < [M] dB
	LYB – LXB > [N] dB,
|LWB – LYB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X1
	Position Z1
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZB – LXB > [N] dB,
|LWB – LZB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Y2
	LXA – LYA > [N] dB,
|LWA – LXA| < N dB
	LYB – LXB > [N] dB,
|LWB – LYB| < N dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Z2
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZB – LXB > [N] dB,
|LWB – LZB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	The test is repeated where signals A B are interchanged, to avoid a potential bias. The results from the two tests are averaged. The values M (maximum of difference to omni component), N (minimum of off-axis rejection) and P (maximum unbalance of omnidirectional capture) are TBD.


[Editor’s note: in case there will be different specifications for the test methods and the requirements, the table can be moved to the latter document, e.g. TS 26.261.]

[bookmark: _Toc532295049]Annex A: 
Test signal definition
A.1	Definition
The test signal shall be generated according to the ITU-P.501 [1] (subclause 7.2.4.1) and as provided in equation A.1.
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Figure x– Two channel test signal generation for double-talk evaluations
based on AM-FM signals
	n = 1,2,...	(A.1)
where 

In ITU-T P.501, the following parameters are defined in a frequency-independent manner: , and . The center frequencies for test signal are defined in the Table A.1. 
The frequency-dependent modulation bandwidth  is determined as follows:


[bookmark: _Ref126777428]Table A.1: Centre frequencies and bandwidths (1/3rd octave bands)
	Center Frequency [Hz]
	Talker
	Freq. Start [Hz]
	Freq. Stop [Hz]
	 [Hz]

	250
	A
	237
	272
	[TBD (should essentially be Fstop – Fstart)]

	315
	B
	306
	345
	

	400
	A
	388
	424
	

	500
	B
	487
	529
	

	630
	A
	612
	669
	

	800
	B
	776
	849
	

	1000
	A
	974
	1058
	

	1250
	B
	1216
	1323
	

	1600
	A
	1547
	1697
	

	2000
	B
	1948
	2117
	

	2500
	A
	2432
	2646
	

	3150
	B
	3150
	3344
	

	4000
	A
	3882
	4120
	

	5000
	B
	5000
	5144
	

	6300
	A
	6300
	6491
	

	8000
	B
	8000
	8239
	

	10000
	A
	10000
	10287
	

	12500
	B
	12500
	12859
	



[Editor’s note: add a column to indicate which of the above frequencies to disable in tests with MASA. The frequency spacing may still need practical verification.]

[Editor’s note: once the 200/275 Hz lower limit for freefield conditions has been decided, the lowest frequency of the test signal can be selected based on this.]


A.2	Shaping filter
To generate [typical|speech-like] frequency characteristics, three different shaping filters can be applied:
-	Low-pass at 250 Hz and 3 dB/octave roll-off characteristics
-	Low-pass at 250 Hz and 5 dB/octave roll-off characteristics
-	Average speech-spectrum, as per ITU-T P.50 / ITU-T P.810 [xx]


The three shaping filters are illustrated in Figure A.2.
[image: ]
[bookmark: _Ref124351462]Figure A.2: Shaping filters for test signal
[Editor’s note: different shaping filters can be considered for general audio and communication scenarios]
A.3	Spectral maskThe spectral masks for the calculation of individual per-source / per-talker levels are defined as follows.
The signals are sampled at 48kHz sampling rate and transferred to the frequency domain using a [2^16] FFT, Hann window, [50%] overlap. Frequency bins are multiplied by 1 if they are within the passbands, and by 0 if they are outside.
The passbands of the masks are defined by the stimulus carrier frequencies and the frequency modulation  plus a further widening by one frequency bin at each side, see Table A.1.


where  
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