Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG SA WG4 12 Meeting	                                             S4-230151
Athens, Greece, 20th – 24th February 2023 


Agenda item: 		
Source: 	vivo
[bookmark: _GoBack]Title: 	Update on Federated Learning Workflows
Document for	Discussion and Agreement 
1 Introduction
It is proposed to update the work flow of distributed/federated learning.
2 Proposed changes
--------------------------------------------- Start of Change ----------------------------------------------------------------------------
5.2.3	Distributed/federated learning
5.2.3.x	Basic architectures
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Figure 5.2.3.x-1: Basic architecture for distributed/federated learning between the network and multiple UEs
Figure 5.2.3.x-1 shows a simple basic architecture for distributed/federated learning between the network and UE(s), as described in scenario 3) of clause 5.2.
In the network:
· A federated learning engine receives a partially trained model from the AI model repository, that is passed to the AI model delivery function for delivery to multiple UEs via the 5GS.
· Training results data from multiple UEs is also received by the federated learning engine via the 5GS, which is then aggregated for the continuous training of the global model.
· Updates to the global model (e.g. in terms of topology or weights) are delivered to the UEs during the learning process.
In the UE(s):
· AI model data is received by an AI model access function via the 5GS, which then passes the data to the AI training engine.
· An AI training engine in the UE trains the AI model using local device data as the training input.
· Training results (e.g. in the form of updated weights) are delivered to the network via the training results delivery function.
5.2.3.x	Basic workflows
The figure 5.2.3.y-1 shows the basic workflow for distributed/federated learning between the network and UE.


Figure 5.2.3.x-1: Basic workflow for distributed/federated learning
During initialisation and establishment, UEs (all the participant of the service) and network unify the objectives of federated learning, confirm the sample data set to be used in the training work task, and complete the loading and deployment of the data set for the subsequent distributed/federated learning work task. In addition, UE capabilities such as computation resources need to be negotiated with the network, ensure sufficient resources are available for distributed/federated learning.
1. UE Application and Network Application trigger AI model delivery, the distributed/federated learning work task associated with media service is determined during the initialization and establishment procedure.
2. Network Application identifies the selected UEs and network AI model subsets in the AI model Repository.
3.AI model repository in the network passes partially trained model to Federated Learning Engine.
4. A UE AI model delivery session is established between the AI Model Access Function and the AI Model Delivery Function.
5.The AI Model Access Function receives the UE AI model.
6.In the UE, the AI Model Access Function passes the UE AI model to the AI Training Engine.
7.The Data Source passes selected data set to the AI Training Engine.
8.The AI Training Engine performs distributed/federated learning in UE.
9. A training result delivery session is established between the Training Result Delivery Function and the Federated Learning Engine.
10. In the Network, the Federated Learning Engine receives training results. 
The steps above will continue iteratively until the training model meets the requirements of the media service, and eventually all participants (e.g. UEs) in distributed/federated learning will share the final model parameters.



--------------------------------------------- End of Change ---------------------------------------------------------------------------
3 Proposal
[bookmark: _Int_mpV9oikd]We propose to update clause 5 of the permanent document with the above proposed changes.
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