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1. [bookmark: _Toc504713888]Introduction
This contribution introduces a complete list of requirements to the IBACS PD. The new requirements are currently proposed in brackets only. Thus, can be seen mainly as editorial of nature. The main purpose of this contribution is to trigger a discussion on the details of the IBACS requirements, how they link to the other ongoing WIDs and ultimately to encourage more input on this topic to complete the requirements list soon.
1. Input for PD – requirements
2.3	IBACS requirements based on Objectives
This section lists the different requirements (and how they link to other RL18 normative work) for the work in the IBACS work item based on the defined objectives. 
· [Terminal architecture - [Objective 1 - work will be done in MeCAR (XR client architecture)]:
· [aligned architecture with MeCAR and generic SA4 XR client architecture
· support standalone, edge-assisted, and wireless tethered UEs integrated with an MTSI client]
· [IMS session setup [- Objective 2]: - work will be done in 5G_RTP]
· [session setup, control, and capability negotiation procedures for traditional and AR media supporting multiple device-types in one IMS communications session]
· [AR media & device support - [Objective 3]: - work will be done in MeCAR]
· [One-way or bi-directional transport of traditional and AR media, scene description, and metadata (as defined in MeCAR) via the IMS media path, including the Data Channel.]
· spatial Spatial descriptions [objective 4]:
· the location, orientation, and capabilities of physical world devices (e.g., audio/video capture devices or objects, need to be detected on its relation to “virtual” representations
· spatial descriptions need to define the rendering environment (including virtual objects) 
· An end device must populate the virtual environment, according to the determined roles, placing virtual objects (e.g., virtual screens, speakers, microphones, people) corresponding to the real-world position of the devices to which they have been assigned (such that the VR headset user correctly faces the virtual representation of users as well as the physical devices being used to record the user)
· Relevant spatial descriptions will be defined in MeCAR and subsequently integrated into IBACS
· [IVAS spatial audio - [objective 5]: - work will be done in IVAS]
· [??? Support for immersive audio codec in IMS AR communication scenarios]
1. Proposal
We propose to discuss and agree on the text in this contribution and add the input section of this contribution to the IBACS PD.
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